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TeamForge 19.2 has a lot of new features and enhancements. Here's a list of a few release-defining new
features in TeamForge 19.2.

Release Information

* Released on: August 1, 2019
* GA Version: 19.2.443-622

TeamForge Baseline

Here’s the list of what's new with the TeamForge Baseline feature.

Create New Baselines from Approved Baselines

You can now create a new Baseline from an approved Baseline. In such a case, all but the name and the
description fields are auto-filled with data from the source Baseline that’s being cloned. For more information,
see Create New Baselines from Approved Baselines.

IMPORTANT: Project Baselines cannot be cloned.

View Baseline A
Name: latest

Description test

Categaory: Delivery Baseline

Status: Approved

Documents © 3Documents

Document Folder
hd I Root Folder

hd I Product 1
W Release 1
W Release 2'characters characters™charactersitest characters

W Product 2

Close i

Create Baseline from Approved Baseline

©2024 Digital.ai Inc. All rights reserved Page 1



dlglt@l.@l TeamForge 19.2

Support for index.html File in Baseline Packages

Starting from TeamForge 19.2, both index.html and index. pdf files are generated with the Baseline
packages. For more information, see Generate and Download Baseline Packages.

B ==, - - - - T e Nl s kd
m-\ || v basel001_basepckgl001-genpackl b basel001_basepckgl00l-genpackl b baseline b ~ [ search baseline 2|
Organize Includeinlibrary v Sharewith »  Newfolder = A @
T Name ’ Date modified Type size
¢ Downloads I, files 10-06-201910:26  File folder

B Desktop B documents 10-06-201004:43  Firefox HTML Doc.. 1KB

& OneDrive 8] documents 10-06-201904:43  JSON file 1KB

%) Recent Places ] file_relesses 10-06-201904:43  JSON file 1KB

B 10-06-201904:43  Firefox HTML Doc... 1KB

474 Libraries £ index 10-06-2019 04:43 ___ Cascading Stylesh... 2KB

[ Documents B index 10-06-201904:43  Firefox HTML Doc.. 1KB

& Music & index 10-06-201904:43  Adobe Acrobat D... 17 KB

[ Pictures 2] lego 10-06-201904:43  SVG Document 1KEB

B Videos [0 packagelnfo 10-06-201904:43  JSON file 1KEB

B trackers 10-06-201904:43  Firefox HTML Doc.. 2k8

48 Computer B trackers defects 10-06-201904:43  Firefox HTML Doc... 2KB

&, Windows7_05 (C:) 6] trackers_defects 10-06-2019 04:43 JSON file 2KB

2 Lenovo_Recovery () B trackers epics 10-06-201904:43  Firefox HTML Doc... 2KB

0] trackers_epics 10-06-201004:43  JSON file 2K8

€ Network B trackers_impediments 10-06-201904:43  Firefox HTML Doc. 2K

0] trackers_impediments 10-06-201904:43  JSON file 1KEB

B trackers_stories 10-06-201904:43  Firefox HTML Doc.. IKEB

] trackers_stories 10-06-20100443  JSON file 3KB

B trackers tasks 10-06-201904:43  Firefox HTML Doc.. 2KB

] trackers tasks 10-06-201904:43  JSON file 2KB

B trackers tests 10-06-201904:43  Firefox HTML Doc... 2KB

6] trackers tests 10-06-201904:43  JSON file 1KB

The "index.html" file

Export to Excel and Compare Baselines

You can now export the diff of two baselines to Excel, if required.

This Export to Excel feature comes in handy when the number of records in the diff exceeds 10,000,
which is the number of records that the Compare Baselines page can handle. While you can choose to use
the Compare Baselines page or the “Export to Excel” feature when the diff has less than 10,000 records,
you must export to Excel in case the diff exceeds the maximum limit of 10,000 records.

Compare Baselines

Compare: Baseline Definition ‘ Filter by component: m ~More ¥ [ show only difference

base1001: PBD1 | basel005:PBD2 v
Tracker:Defects Tracker:Defects
Artifact Id  Title Status Priority AssignedTo Team Category PlanningFolder |Artifactld Title Status Priority AssignedTo Team Categery Planning Folder
artf1029 [sample] Defect One Open 3 No user none Product 1 artf1029 [sample] Defect One Fixed 1 No user none Product 1
Removal Modifications Additions

m Export To Excel

"Export To Excel" button
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(i : Baseline data is too large. Please export results to compare

Compare Baselines

Compare: Baselins Definition ‘ Filter by component [ Documentsx [REECENM [ show only difference

basel1002: basel ¥ basel003:base3

Removal Modifications Additions

Export To Excel

Error message shown when the diff has more than 10,000 records

Anew site-options.conf token, BASELINE COMPARE ROOT FOLDER, has been added to
configure the location where the Excel file is generated and stored when you export the diff of two Baselines.

Integrations

Here’s what’'s new with TeamForge integrations.

TeamForge—Nexus 2 Integration is No Longer Supported

TeamForge—Nexus 2 integration is no longer supported. If you have TeamForge-Nexus 2 integration,
upgrade to Nexus 3 and integrate TeamForge and Nexus 3. For more information, see Installing and
Configuring TeamForge-Nexus 3 Integration Plugin.

TeamForge—TestLink Integration via the Webhooks-based
Event Broker

+ In addition to TeamForge-Jenkins integration and the TeamForge-JIRA integration, TeamForge
Webhooks-based Event Broker now supports TeamForge-TestLink integration.

+ TeamForge-TestLink integration using EventQ is no longer supported.

* A new TeamForge—TestLink integration plugin, collabnet-testlink-1.0. 3 is available, which if
installed and configured, tracks and synchronizes the requirement and defect tracker artifacts between
TeamForge and TestLink via TeamForge Webhooks-based Event Broker.

« TeamForge 19.2 supports integration only with TestLink 1.9.17 and later. For more information, see
Install and Configure the TestLink Integration Plugin.

» Post upgrade to TeamForge 19.2, you must migrate the TestLink data from the EventQ database to the
TeamForge database while setting up the TeamForge—TestLink integartion using the new
collabnet-testlink-1.0.3 plugin. For more information, see:

o Migrate the TestLink Data from EventQ to TeamForge
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o Post Migration Tasks

CollabNet TeamForge Maven Deploy Plugin

» Use the CollabNet TeamForge Maven Deploy Plugin to notify TeamForge (via the TeamForge
Webhooks-based Event Broker) about the binary artifact deployment details.

For more information, see TeamForge Maven Deploy Plugin.

» Post upgrade to TeamForge 19.2, you must migrate the existing binary artifact data from the EventQ
database to the TeamForge database.

For more information, see Migrate the Binary Artifact Data from EventQ to TeamForge.

* Binary artifact deployment natifications are no longer sent to TeamForge EventQ.

Trackers—Show Pending and Obsolete Releases

* A new check box, Show Pending/Obsolete releases, if selected, lets you select one of the pending
and obsolete file releases for the Reported in Release and Fixed in Release fields.

Selecting this check box, lists the pending and obsolete file releases in the Reported in Release and
Fixed in Release fields.

* The pending and obsolete file releases are greyed out to distinguish them from active file releases.

The check box becomes disabled, once you've selected a pending or an obsolete file release. To
enable it, select an active file release or “None”.

REPORTED IN RELEASE Product3_1 1=checekl_1 -
Show Pending/Obsolete releaszes
FIXED IN RELEASE Product3_1_1=checekl_1 -

Show Pending/Obsolete releases

"Show Pending/Obsolete releases" check box
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REPORTED IN RELEASE: Product3_1 1=checekl_1

&
b

FIXED IN RELEASE:

Mone

Product 1 = Release 2
CALCULATE POINTS:

Product 1 = Release 3
POINTS:

Product 2 = Release 6
Comments |

Product3_1_1=checekl 1 o
#10 - TeamForge Administrator

Pending and Obsolete File Releases

Documents

The Document Details page has been revamped for better usability (existing command buttons replaced
with icons, review tab revamped to have a fresh look and so on).

* The existing command buttons such as Monitor/Stop Monitoring, Edit/Update, and Users Monitoring
are replaced with icons and are grouped on a button bar.

Document Details (active version) @ @
Users Monitering
Name: e Test Project Plan Tags: @ @
1D: docd3265 Status: Draft (Review In Progress)
Created by: L Govindaraj Pulliah on 03/18/2019 3:21 PM IST Current Version: 2
Description: This is a test project plan Size: 11.45KB
Lock: & unlockea

Document Details page with the new "Monitor", "Edit", and "More (...)" icons

Command Button Replaced with...

EDIT { UPDATE
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Monitor @

Stop Monitoring @

Users Monitoring @ B

Users Monitoring

* The Open Document command button is removed from the page, as you can open the document by
clicking the document name.

Document Details (active version)

Name: i Test Project Plan

ID: doc43265

Created by: ‘ Govindaraj Pulliah on 03/18/2019 3:21 PM IST
Description: This is a test project plan

Document Name with Link

* The Return button label has been renamed to Back.
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Document Details (active version)

(& [#] [~]
Name: g SOAP Manifesto Tags:
1D: doc39301 Status: Final
Created by: . Johannes Nicolai{disabled) on 10/07/2015 8:13 PM IST Current Version: 1
Description: Manifesto how to add new SOAP APIs to TeamForge Size: 2231K8

Lock: & Unlocked
VERSIONS CHANGE LOG ASSOCIATIONS REVIEW
Include Deleted Versions
ACTIVE  VERSION VERSION COMMENT REVIEW CREATED BY STATUS
N Version 1 Johannes Nicolai(disabled) - 10/07/2015 8:12 PM IST Final

» The descriptive message you enter when you start a Document review cycle is now shown in the
Review Tab (of the Document Details page) for you to have a glance.

Document Details (Active version)

18] [#] [~
Name: ReviewMessage Tags:
ID: doc54540 Status: Draft (Review In Progress)
Created by: ’@ Mahendran Jayavel on 07/21/2019 11:06 PM PDT Current Version: 1
Description: Show Doc Review Message in the Review tab Size: 125 bytes
Lock: & Unlocked
VERSIONS CHANGE LOG ASSOCIATIONS REVIEW
!
CYCLE NAME STATUS VERSION REVIEWERS MESSAGE DUE DATE
First Review i Version 1 This comment shows up in the "Message" column of the Review 07/29/2019
{¥) Open ® ’9 Mahendran Jayavel @ 1ab. P & e

Message for a Document Review Cycle

» The Review tab Ul has been revamped, which include column name changes, new icons to
symbolically convey messages, and so on.

Here’s a table that illustrates the new icons and what they signify.

Icon Shown in... Signifies...

©2024 Digital.ai Inc. All rights reserved Page 7



dlg't@l.@l TeamForge 19.2

STATUS column Review is open/not started

ad

o STATUS column Review is closed/completed

® REVIEWERS column Review from these reviewers is mandatory

2] REVIEWERS column Review from these reviewers is optional
3 REVIEWERS column Avatars of reviewers

v, REVIEWERS column Review completed by the reviewer

© REVIEWERS column Review not completed by the reviewer

File Releases

To mark file releases that are no longer used, a new status, Obsolete, has been added to the Status drop-
down list on the Edit Release Page.

Edit Release

RELEASE NAME : * Releases98

DESCRIPTION : Release created via REST API

STATUS: * Obsolete v

Active
Pending

MATURITY :

m

The new "Obsolete" status

GitAgile™—Enterprise Version Control

TeamForge—Git Integration is based on Gerrit version 2.15.14.

Git Repository Creation Simplified

Creating a Git repository has been simplified by having some of the tasks such as setting up the review rules
pushed outside of the repository creation process (out of the Create Repository page).

Here’s a list of changes to the Git repository creation process.

©2024 Digital.ai Inc. All rights reserved Page 8
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* From now on, the review rules can only be configured from the Settings > Policies tab of the
repository, after the repository has been created.

» Once a Git repository of “Pull Request” category is created, the master branch becomes the default
protected branch.

General Policies
DEFAULT BRANCH master
PROTECT HISTORY
REPOSITORY CATEGORY Mo review
Mandatory code review
Optional code review
o Pull request
Custom
REVIEW RULES Mo approval required r
Merging is possible without any further approval.
PROTECTED BRANCHES masier X

Add a new protected branch = Add
"master" added as the default protected branch for repositories of type "Pull request”
Similarly, the master branch becomes the default protected branch for repositories that belong to the

user-defined repository category, provided that the category name is prefixed with “Pull Request”. For
more information, see Create a User-Defined Repository Category.

<RepoCategory name1":ull_recuest_new"|keepRightsAddEdInGerPit=”false“>
<ScmAdmin:
<GerritRead value="ALLOW" refPattern="refs/*" exclusive="false"/>

<GerritCodeReview upperRange="2" lowerRange="-2" refPattern="refs/*" exclusive="false"/>
<GerritVerify upperRange="1" lowerRange="-1" refPattern="refs/*" exclusive="false"/>
<GerritSubmit value="aLLOW" refPattern="refs/*" exclusive="false"/>

<GerritPush forcePush="true” value="ALLOW" refPattern="refs/*" exclusive="false"/»

User-defined repository category "pull_request_new" in “TeamForgeGerritMappings.xml® file

©2024 Digital.ai Inc. All rights reserved Page 9
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REPOSITORY
CATEGORY

User-defined repository category "pull_request_new" shown as "Pull Request New" in the Ul

Mo review

Mandatory code review
Optional code review
Pull request

Custom

° User-defined | py|| Request New

Once the repository is created, the master branch becomes a protected branch of the repository by

default.

General Policies
DEFAULT BRANCH
PROTECT HISTORY

REPOSITORY CATEGORY

Replicas

master

No review
Mandatory code review
Optional code review

Pull request

© userdefined gy Request New

REVIEW RULES

Default v

Default rules for repository category apply.

PROTECTED BRANCHES

master %

i
=
z
2

Add a new protected branch

SUBMIT TYPE

GIT LFS ENABLED

Merge if necessary; fast-forward otherwise v

Inherited (false) v

Save

"master" added as the default protected branch for the user-defined repository category "Pull Request

New

Import Git Repositories from the Code Browser Ul

Unlike in the past when you just had the CLI-based import functionality (see How can | import an existing Git
repository into Gerrit?), the new import feature, added in TeamForge 19.2, lets you import an external public

Git repository into TeamForge, from within the Code Browser Ul.

©2024 Digital.ai Inc. All rights reserved
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Create Import

SERVER" Git cu3T3.cloud.maa. collab.net

IMPORT URL*

USERNAME
(OPTIONAL)

PASSWORD
(OPTIONAL)

REPOSITORY NAME"
DISPLAY NAME

DESCRIPTION

REPOSITORY © o review
CATEGORY Mandatory code review
Optional code review
Pull request

Custom

For more information, see Import Git Repository into TeamForge from the Code Browser Ul.

Add Files to Git Repository from the Code Browser Ul

* You can now add files to a Git repository from the View tab of the Code Browser UI.

* You can add only one file at a time. Click the Add a file to repository ( ) icon to add a file to the

repository.
VIEW CHANGES GRAPH BRANCHES TAGS REVIEWS SETTINGS a
e 2b91e21: [artfl065] LR Y
Authored 07/17/2013 3.46 pm 5 hours ago) by TeamForge Administrator

B new 2 hours ago eZbE«lEZlby TeamForge Administrator: [artf1065]

"Add a file to repository” Icon
* You can either upload an existing file or create a new file from the Add File to Repository pane.

» The files added (or created) are added to the repository after a direct commit or after a code review.
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Add File to Repository

Enter the file path

Upload a file (select a file or drag and drop a file here) or open a new file in the editor

* Max upload size: 10 MB

Cpen in editor before saving

Cancel

"Add Files to Repository" Pane

For more information, see Add Files to Git Repository.

Show Old and New Images in Commit and Code Review
Diffs

Old and new images are now shown in commit and code review diffs (for merged requests).

VIEW CHANGES GRAPH BRANCHES TAGS REVIEWS SETTINGS a
@ 99004ae: Use a better image for the Zee page AZA 2%
@ Authored 07/18/20198:24 am UTC (1 minute ago) by TeamF ini Commit /18/2019 8:25 am UTC (46 seconds ago) by TeamForge Administrator
)
S Associations o
Delivery Info v
[ images/alphabet/zee.jpeg unified@side-by-side X A
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Change Navigator
-D images/alphabet/zee.jpeg unified@side-by-side )

Old and New Images in Code Review Diff

No Support for Active-Passive High Availability Setup for
Gerrit

Active-Passive High Availability Setup for Gerrit is no longer supported.

History Protection Email Template

The Velocity Templates, used for history protection email notifications, are replaced by Closure
Templates (Soy). For more information about the new Closure Templates (Soy), see Gerrit Code Review
—NMail Templates.

Bug Fixes

The Re-apply logic for mass repository policy settings has been modified to have the settings applied
properly.

The protected branches, newly added during mass configuration of repository policies, now overwrite
the existing protected branches of the repositories.

After a tag was deleted from within the Tree view of tags, the tree was not refreshed and the deleted
tag was shown. This was fixed.

+ File names were not included in the code search by file path. This was fixed.

©2024 Digital.ai Inc. All rights reserved Page 13
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* Double-click behavior was broken in code review diffs. This was fixed.

» Cleaned up the obsolete gerrit-synch.pid file that was no longer used.

Also see: Bug Fixes in Gerrit 2.15.14.

Configure Your Site’s Settings

The System Tools > Configure Application page.

On sites with SAML or SAML+LDAP authentication, the new site option, ALLOW ‘DIRECT LOGIN’ FOR
ALL, comes in handy whenever you want to allow direct login (see Direct Login to TeamForge) for all the
users regardless of the “Local User” setting (see Enable Local User).

If you enable the ALLOW ‘DIRECT LOGIN’ FOR ALL site option, users without a TeamForge account that
try to login using the direct login URL are taken to the Create TeamForge Account page for account
creation.

« External Authentication

V'DIRECT LOGIN' FOR ALL:

Note: Allows ‘Direct Login' for alt users Imespective of local user attribute,

ENABLE ACCOUNT MANAGEMENT:
Note: 4

management for TeEamForge users)

ENAELE LDAP SELF REGISTRATION:

Wote: This aption applies only for LDAF}

ENABLE LOCAL USER:
Note: ; eation of TeamFPorge only User

LDAP CONFIGURATIONS MAXIMUM LIMIT: 10

ALLOW DIRECT LOGIN FOR ALL site option

Install/Upgrade

» SSL is enabled by default in TeamForge 19.2 and later. If you are upgrading to TeamForge 19.2 or
later, you must remove the SSL=on site options token from the site-options.conffile, failing which
the teamforge provision command will not be successful. The SSL token is no longer supported,
and if used, would error out when you provision TeamForge.
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[I:

OpendDK (version 9.0.4) replaces Oracle JRE 9 in TeamForge 19.2 and later. It is recommended to
remove the JAVA_HOME token, if added to your site-options.conf file. TeamForge uses the
default JAVA_HOME which is set to the OpenJDK path.

In addition, TeamForge 16.10 and earlier versions were using Oracle JDK. As TeamForge 19.2 uses
OpendDK, the TeamForge 19.2 installer checks if Oracle JDK is present when you upgrade to
TeamForge 19.2 or later, and if found, would error out when you provision TeamForge. You must
uninstall Oracle JDK and proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Here's a list of few noteworthy issues fixed in TeamForge 19.2.

Fixed a few memory leak issues that occurred during Baseline REST API calls.

Fixed the issue that prevented importing of EventQ Server’s SSL certificate, which in turn impeded the
TeamForge initialization process.

TeamForge can only be customized via . jar files. Fixed an issue that allowed users to upload other
file types.

Fixed a discrepancy due to which the the Artifact Open/Close Chart (Multiple Trackers) report showed
inaccurate (negative) number of open artifacts.

The Gerrit project replication process has been tweaked so that the process, by default, is no longer
triggered immediately after you restart the Git master server. This helps in quickly bringing up the
master server. However, you can set the replicateOnStartup attribute to true in [plugin
"teamforge.replication™] section of gerrit.config if required.

The commit and branch information shown on the Changes tab was inconsistent when you navigate to
the tab from the Project Home > Source Code and My Workspace > My Recent Repositories
menus, which is now fixed.

Fixed the incorrect text formatting issues (superscript, subscript and so on were not formatted properly)
found on Wiki PDF files.

To fix a tracker report data discrepancy, the Datamart ETL logic has been tweaked to pick up artifact
update data (from two or more events with the same timestamp) in the right sequence as the events
occured.

©2024 Digital.ai Inc. All rights reserved Page 15



dlg't@l.@l TeamForge 19.2

 Fixed the incorrect error message shown after a custom event handler stops an event (for example, a
create artifact event).

+ Fixed the blank Synchronize Permissions progress window shown when you synchronize SCM
integrations (My Workspace > Admin > Projects > Integrations > SCM Integrations).

 Fixed the broken Ul issue that was found to occur on sites with custom event handlers meant to
validate artifact move operations.

+ Fixed an issue with the user select field due to which the list of selected users was cleared when you
try to modify the list of users you created earlier.

+ The Nexus repository linked with a TeamForge project was not delinked when you delete the project,
which is now fixed.

[I:

The following noteworthy issues, including any workarounds we may have, are known to exist in the
TeamForge 19.2 release. These issues would be resolved in an upcoming release.

* File attachments of a file release that is part of a baseline can be deleted.

* Instead of an appropriate error message, a TeamForge system error is shown when you try to delete
one of the versions of a baselined document.

» On TeamForge sites with Oracle, post upgrade from a non-SSL to SSL-enabled setup, the integrated
application URLs are not updated (“http” in the URL is not updated to “https”).

As a workaround, run the following queries:

o Update the integrated_application table.

]

update integrated_application set base_url=replace(base_url, "http: ',
https:').,go_url=replace(go_url, "http:', "https:'),end_point=replace(end
_point, 'http:', "https:'),admin_url=replace(admin_url, "http:', "https: ')
where base_url like %/binary%' or base_url like '%/rb/%' or base_url
like '%/orc%';

o Update the CLI URL in the 1inked_application table.

update linked_application set application_url=replace(application_url
, "http: ', "https: ') where application_url like '%/cli/%’;
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o Update the SAML URL in the key_value table.

update key_value set config_value=replace(config_value, "http:', "https
:') where config_key='saml2.sp.entityid' or config_key='saml2.sp.asser
tion_consumer_service.url’' or config_key='saml2.sp.single_logout_servi

ce.url’;

» CLlI reports are not showing up on sites with Oracle database.

[I:
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Plan your installation or upgrade setup, hardware and software requirements and so on before you begin.

TeamForge Services

Before you plan your installation or upgrade, let us understand TeamForge and its services.

A TeamForge site consists of a core TeamForge application and several tightly integrated services that
support it. In addition, you can integrate TeamForge with other third party applications such as Nexus,
Jenkins, Jira and so on. Some of the TeamForge services are mandatory and some are optional. You can
install the services, all in one single server, or distribute them across two or more servers.

The core TeamForge application provides the Web interface that users see, and the API that other
applications can interact with. It also includes the file system where some user content is stored, such
as wiki pages.

The site database is where most of the user-created content is stored and accessed. Documents,
discussion posts, tracker artifacts, project administration settings: all that sort of thing lives in the
database.

The source control server ties any number of Subversion, Git/Gerrit or CVS repositories into the
TeamForge site.

The Extract Transform and Load (ETL) server pulls data from the site database and populates the
datamart to generate charts and graphs about how people are using the site. The datamart (Reports
DB) is an abstraction of the site database, optimized to support the reporting functionality.

EventQ is a TeamForge capability that provides traceability for product life cycle activities such as work
items, SCM commits, continuous integration (Cl) builds, and code reviews.

NOTE: EventQ is not installed by default when you install TeamForge 19.0 or later. However, you
can install EventQ separately, if required. For more information, see TeamForge installation/
upgrade instructions.

Baseline is a TeamForge capability that lets you create snapshot of selected configuration items from a
given TeamForge project at a given point in time. For more information, see TeamForge Baseline.
TeamForge Webhooks-based Event Broker, which is also referred to as the integration broker, is a

webhooks-based message broker that pushes the messages of specific events received from a
Publisher to a Subscriber. For more information, see TeamForge Webhooks-based Event Broker.

Here’s a list of available TeamForge services.

Service Mandatory/Optional  Old Name Description
ctfcore Mandatory app Main TeamForge application server
search Mandatory indexer Indexing and searching
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Service

mail

ctfcore-database

ctfcore-
database-mirror

codesearch
etl

ctfcore-datamart

cliserver
subversion
cvs

gerrit

gerrit-database

binary

binary-database

reviewboard

reviewboard-
database

reviewboard-
adapter

eventq

redis

mongodb

rabbitmq

Mandatory/Optional

Mandatory

Mandatory
Optional

Mandatory
Optional

Mandatory if and only if
you install etl

Mandatory
Optional
Optional
Optional

Mandatory if and only if
you install gerrit

Optional

Mandatory if and only if
you install binary

Optional
Mandatory if and only if

you install reviewboard

Mandatory if and only if
you install reviewboard

Optional

Mandatory if and only if
you install eventq

Mandatory if and only if
you install eventq

Mandatory if and only if
you install eventq

©2024 Digital.ai Inc. All rights reserved

Old Name

NA (added in
TeamForge 17.1)

database

NA

codesearch
etl

datamart

NA
subversion
cvs

gerrit

NA (added in
TeamForge 17.1)

Optional
binary

reviewboard

NA (added in
TeamForge 17.1)

NA

NA (added in
TeamForge 17.4)

NA (added in
TeamForge 17.4)

NA (added in
TeamForge 17.4)

NA (added in
TeamForge 17.4)

Description

Email server

Operational database

Mirror of operational database

Code Search
ETL for Datamart

Datamart database

CLI Server

SVN Version Control
CVS Version Control
Git/Gerrit Version Control

Database for Git/Gerrit. In a distributed setup, add this
identifier to the server where you want to run Gerrit
database.

In a distributed setup with multiple Git integration servers,
add this identifier to all the servers that run the Git
databases. For more information, see host:SERVICES
token.

Artifact repository integration

Database for artifact repository integration. Binary app
(binary) and database (binary-database) have to be
installed on the same server.

Review Board code review tool

Database for Review Board. In a distributed setup, add
this identifier to the server where you want to run Review
Board database.

Adapter for reviewboard to copy ctfrbevents. jar. In
a distributed setup, reviewboard-adapter must
always be installed on the TeamForge Application Server.

EventQ application server. In a distributed setup, add this
identifier to the server where you want to run EventQ
application.

EventQ in-memory database/data structure server. In a
distributed setup, add this identifier to the server where
you want to run EventQ application.

EventQ database server. In a distributed setup, add this
identifier to the server where you want to run EventQ
database.

EventQ AMQP message server. In a distributed setup,
add this identifier to the server where you want to run
EventQ message queue.
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Service Mandatory/Optional  Old Name Description
baseline Optional NA Baseline service. In a distributed setup, add this identifier
to the server where you want to run the Baseline
application.
baseline- Mandatory if and only if NA Baseline database service. In a distributed setup, add this
database you install baseline identifier to the server where you want to run the Baseline
database.
baseline-post- Mandatory if and only if NA Baseline service that is used to synchronize user
install you install baseline information between the Baseline and TeamForge
databases.
webr Optional. However, this NA Webhooks-based Event Broker service that is used to
service is mandatory if you push the messages of specific events received from a
install baseline. Publisher to a Subscriber.
webr-database Mandatory if you install NA Database service for the TeamForge Webhooks-based
webr. Event Broker.

These service identifiers are used in the site-options.confT file’s host : SERVICES token. For more
information, see host:SERVICES token.

In addition, installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain
names) is highly recommended so that you will be able to change the system landscape at a later point in
time without having any impact on the URLs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.

Single Server or Distributed Setup?

If you are installing TeamForge, are you planning to install on a single server or distribute TeamForge
services across two or more servers? How are you going to distribute the services?

In the default setup, all services run on the same server as the main TeamForge application. But in practice,
only the TeamForge application needs to run on the TeamForge application server. The other services can
share that server or run on other servers, in almost any combination.

Assess your own site’s particular use patterns and resources to decide how to distribute your services, if at
all. For example, if you anticipate heavy use of your site, you will want to consider running the site database,
the source control service, or the reporting engine on separate hardware to help balance the load. For
examples on how to distribute TeamForge services, see host:SERVICES token.

In a distributed setup, it is highly recommended to have dedicated servers for TeamForge database and
SCM services, as these are the most sought after services in TeamForge. If you are installing TeamForge
Baseline, it is always recommended to install it on a separate server.
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When you distribute your services on multiple servers, you must do some configuration to handle
communication between the services. Verify your basic networking setup. See Set Up Networking for
TeamForge.

PostgreSQL or Oracle?

PostgreSQL 11.1 is installed automatically when you install TeamForge 19.2. If you intend to use Oracle,
CollabNet recommends that you let the installer run its course, make sure things work normally, and then set
up your Oracle database and switch over to it.

If you want to use Oracle as your database, consider the following points:

» TeamForge 19.2 supports Oracle server 12c and Oracle client 12c.

» Oracle express edition is not supported for both client and server.

* Review Board 2.5.6.1 was tested with PostgreSQL 11.1 only. Review Board with Oracle was not tested.

+ Git integration works only with PostgreSQL. The Git integration uses PostgreSQL even if your
TeamForge site uses Oracle.

The efficiency of your database can have an impact on your users’ perception of the site’s usability. If your
site uses a PostgreSQL database (which is the default), you may want to consider tuning it to fit your specific
circumstances. The default settings are intended for a small-to-medium site running on a single server. See
What are the right PostgreSQL settings for my site? for recommendations from CollabNet’s performance
team on optimizing PostgreSQL for different conditions.

Integrations

TeamForge supports integration with a wide array of third party applications such as Nexus, Jira and so on.
As a customer, you may or may not always want (or have) all of TeamForge’s supported integrated
applications. It's also quite possible that some of the integrated applications may not always run on all the
platforms supported by TeamForge. To accommodate a wider audience, by default, TeamForge install and
upgrade instructions include steps to integrate such third party applications with TeamForge.

However, use your discretion to ignore and skip such steps if they are not relevant to your site. See
TeamForge Installation Requirements to understand what it takes to run TeamForge 19.2 with integrations.

One-hop Upgrade Compatibility

Though the TeamForge 19.2 installer supports one-hop upgrade from TeamForge 18.2 or later versions,
TeamForge 19.2 upgrade instructions, in general, are for upgrading from TeamForge 19.1 (including update
releases, if any) to TeamForge 19.2.

There is no support for one-hop upgrade from TeamForge 18.1 or earlier to TeamForge 19.2. You must
upgrade your site to TeamForge 18.2 or later and then upgrade to TeamForge 19.2.
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Hardware and Backup

If you aren’t the person who first installed your current TeamForge site (or maybe, even if you are), it's
essential to catalog the hosts where your services are running and to know what configuration has been
applied to them.

While upgrading to a latest TeamForge version, you can choose to upgrade on the same hardware or on new
hardware. In general, it is good to have a backup plan in place. Same hardware upgrades need no backup.
However, it's recommended to take a back up as a measure of caution. See Back up and Restore
TeamForge for more information.

You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can reclaim
the additional disk space after the first successful ETL incremental run, if required.

Other Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.
Click to Show/Hide |

Dos

« Understand TeamForge installation requirements and plan your installation or upgrade.

» Get your TeamForge license key and keep it handy.

+ Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking
for TeamForge.

* Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.
+ Set up a TeamForge Stage Server before you upgrade your Production Server.
» Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
+ Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.

» As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.

- JBOSS_JAVA OPTS
> PHOENIX_JAVA_OPTS

> INTEGRATION_JAVA_OPTS

o ETL_JAVA OPTS
ELASTICSEARCH_JAVA OPTS

o
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» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Don'ts

» Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.conf file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

» Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

+ Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.

+ SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

« If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

» While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.
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* It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. For more information,

see Install TeamForge in a Distributed Setup.

» No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

+ Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: \Why do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.

+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APlIs.

« TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF -8. TeamForge create

runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNSs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNSs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

* If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.

o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.

o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.

» The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you
must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or
later.

» While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

« EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.
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* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

[I:

Here's what it takes to install and run TeamForge, EventQ and other integrations supported by TeamForge.

TeamForge Hardware Requirements

The following table lists the CPU, RAM and JVM Heap Size recommendations for Small, Medium, Large and
Extra-large sites.

Small Medium Large X-Large
Users 100 500 1000-5000 10000+
CPU Octa-core 12-core > 12-core > 16-core
RAM 16GB 24GB 32GB 32GB
Jboss JVM Heap 1.5GB 3GB 6GB > 8GB
Size
Elasticsearch JVM 2GB 2GB 2GB 2GB
Heap Size

You must have adequate RAM to accomodate the JVM heap requirements of Elasticsearch in
addition to the JVM heap requirements of other components such as Jboss, integrated
applications, and so on.

200 GB (or more) hard drive. The required hard drive capacity depends on the estimated amount of document and file
release uploads.

The following table highlights the factors that can impact TeamForge performance. Numbers are indicative.
Anything more than the prescribed numbers may impact the performance.

Small Medium Large X-Large
Artifacts 15000 70000 100000 100000
Flex Fields 25 50 100 100
Projects 20 80 500 500
Integrations 0-1 0-2 0-2 0-2
Integrated Applications 0-2 0-3 3+ 3+

IMPORTANT: On Medium, Large, and X-Large sites, it is highly recommended that you install the
TeamForge Application, Database, and SCM services on separate 64-bit servers based on the usage
pattern.
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Gerrit Hardware Requirements

The following table lists the CPU, RAM and Gerrit JVM Heap Size recommendations for Small, Medium, and
Large sites.

For X-Large setup, see Gerrit Performance Cheat Sheet.

Small Medium Large
Fetch requests per day 100k 500k 1 Million
CPU 4-core 16-core 32-core
RAM 8GB 16GB 32GB
Gerrit JVM Heap Size 4GB 12GB 28GB

200GB (or more) hard disk. The required hard disk capacity depends on the number and size of repositories.

IMPORTANT: These numbers are indicative. Adjust your hardware based on your Gerrit server’s usage.
To better understand Gerrit hardware requirements and performance tuning possibilities, see Gerrit
Performance Cheat Sheet.

EventQ Hardware Requirements

IMPORTANT: EventQ services can be collocated with TeamForge on the same physical server. If you do
so, compare the hardware requirements for both TeamForge and EventQ and settle for the best possible
hardware resources for your setup. It's always recommended to install EventQ on its own server for
optimal scalability and performance.

Single Host Installation Setup

This section outlines the hardware requirements for installing TeamForge EventQ services on a single server.
The single-host installation places all three TeamForge EventQ services (App Server, MQ Server, and
DB Server) on a single operating system. This configuration is designed for trials and moderate load, while
the multi-host installation setup is provided as a first step toward scaling your TeamForge EventQ instance.

Prepare for installation by setting up:

* Host running RHEL/CentOS 6.10 or 7.6
» User credentials with sudo privileges on the host
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Description Services CPU RAM Storage

Single host setup with all EventQ services on the same App, DB and MQ servers  Quad-core 2.5 GHz 8 GB 74 GB
server

Multi-host Installation Setup

For high load instances or when performance is critical, install TeamForge EventQ services on separate
servers or virtual machines.

Multi-host installation originates on a single server and installs core services and the TeamForge EventQ
application on that first server (the App Server). Then, the installer remotely installs the database service
on a second server (the DB Server) and the message queue service on a third server (the MQ Server).

Prepare for a multi-host installation by setting up:

* Empty hosts running RHEL or CentOS 6.10 or 7.6
+ User credentials with sudo privileges on all three hosts
+ ssh routes from the App server host to the other two hosts

The following are minimum resource requirements:

Description Service CPU RAM  Storage Bandwidth
EventQ App Server App Quad-core 2.5 GHz 4GB 16 GB 1 Gbps to DB Server
MongoDB DB Server DB Quad-core 2.5 GHz 4GB 50 GB 1 Gbps to App Server
AMQP Message Queue Server MQ Quad-core 2.5 GHz 4GB 16 GB NA

Baseline Hardware Requirements

It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baseline process can consume considerable CPU and database resources.

The following table lists the hardware requirements of the Baseline Server:

Description Service CPU RAM Storage
Baseline Application and Application and 4-core  8GB Directly proportional to the number and size of baselines
Database Server Database created. Typically, baseline packages can be large in size. It's

recommended to scale the storage according to your site's
requirements.
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TeamForge Webhooks Event Broker Hardware
Requirements

TeamForge Webhooks-based Event Broker can be installed on the same server on which TeamForge is
installed.

The following table lists the hardware requirements for the Webhooks-based Event Broker:

Description

TeamForge Webhooks Event Broker Application &

Database Server

TeamForge Software Requirements

Redhat Enterprise Linux/CentOS 6.10 and 7.6

Application & Database

RAM
4GB (Upto 100 messages/sec)

8GB (Between 100 - 400 messages/
sec)

16GB (Above 400 messages/sec)

> Do not customize your operating system installation. Select only the default packages list.
o Red Hat Enterprise Linux servers must have access to the Red Hat Network or equivalent

(satellite server, spacewalk, or RHN proxy).

Apache HTTPD Server 2.4.6
JBoss 15.0.1.Final

OpenJDK 9.0.4
Tomcat 8.0.50
PhantomJS 2.1.1
Elasticsearch 6.3.2
Highcharts 7.1.1
Subversion 1.8.19
Git/Gerrit 2.16.9

Review Board 2.5.6.1
PostgreSQL Server 11.1
PostgreSQL JDBC Driver 42.2.5
Oracle Server 12¢
Oracle Client 12¢

Oracle JDBC Driver 12.1.0.2
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PostgreSQL 11.1 is installed by default when you install TeamForge 19.2. However, you can use
Oracle if you want to. See PostgreSQL or Oracle? for more information.

* Google Chrome 73
* Mozilla Firefox 66

* Microsoft Internet Explorer 11

o Microsoft Internet Explorer 10 and earlier are not actively tested and supported.
o TeamForge user interfaces are best viewed at screen resolution of at least 1280 x 800 (or more)
pixels.

EventQ Software Requirements

+ SSH and SFTP clients are required, i.e. openssh-client. To test for this dependency, on the target
server, issue the command: sftp localhost.

» createrepo package is required by the disconnected mode installation. To test for this dependency,
on the target server, issue the command: createrepo --version.

» EventQ has a number of other open source software (such as Nginx, Redis and so on) dependencies,
all of which are installed as part of the installation process. The following software services and their
dependencies are installed:

Nginx Installed on EventQ App Server
Phusion Passenger Installed on EventQ App Server
Redis Installed on EventQ App Server
MongoDB Installed on EventQ DB Server
RabbitMQ Installed on EventQ DB Server

IMPORTANT: In case you have an already existing instance of MongoDB and RabbitMQ, you may
choose to use it instead of installing these services again. Make sure you have the required
versions, though.

Supported Integrations

TeamForge 19.2 supports the following integrations:
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» SubversionEdge 5.0
CVS 1.11.x

ViewVC 1.1.24

Nexus 3 (3.14.0)2

Jira 6.3-7.4

TestLink 1.9.17-1.9.193
Jenkins .645-2.164.2 %

Port Requirements

TeamForge Port Requirements

TeamForge components listen on a number of operating system ports. However, only a small subset must be
exposed externally to enable users to access TeamForge services. Any port that is not absolutely needed
must be closed.

You can select your open ports in one of these ways:

» Use the firewall configuration GUI tool that comes with your operating system. It's usually launched
with a command like system-config-selinux.
» Open the /etc/sysconfig/iptables file and manually specify your open ports.

Ports Open to the Internet

Open the following operating system level ports. All other ports must be firewalled off to maintain security.

IMPORTANT: Do not open port 7080 or port 8080 to the Internet. These ports are only for
communications between the TeamForge application and the source code integration service, when
those two site components are running on separate boxes.

Port Description

22 (SSH) Port 22 is the default port for the secure shell (SSH). This is required for basic SSH administrative
functionality and for CVS, as all CVS transactions occur over SSH.
If all Teamforge repositories are in SVN (the default for Teamforge), then this port should be closed to
the public and only accessible to the system administrators.

If you have to expose SSH to the Internet, the best way to protect it is to require SSH keys and not
allow password authentication, and do not permit root logins over SSH. If you must use local
authentication for SSH, enforce regular password changes and password complexity.
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Port Description

NOTE: If you have to expose SSH internally, limit access to the port to a bastion host if you can;
otherwise limit it to specific trusted hosts or subnets.

25 (SMTP) Port 25 is the default port for SMTP (email). TeamForge discussion forums include mailing list
functionality that allows users to send email to the TeamForge server.
The James mail server included with TeamForge listens on port 25 to accept this mail for processing.

80 (http) Port 80 is the default port for Web data transfer. We strongly recommend that you set up SSL and use
port 80 only to redirect to port 443.

443 (https)  Port 443 is the default port for encrypted Web data transfer (https).
The Apache web server should be configured to encrypt all data so that it cannot be compromised by a
third party with malicious intent. Apache can be configured to force all traffic to be sent over https, even
when a request is sent via port 80 (http).

TeamForge can help you take care of this, if you tell it to. See Set up SSL for your TeamForge site for

details.
29418 Port 29418 is the default port which should be open for Gerrit SSH.
(Gerrit
SSH)

Ports to be Open in a Firewall Environment for TeamForge 19.2

In the following table, Source Server is where the data is coming from and Target Server is where the
data is going to.

Source Server Target Server Port to Be Remarks
Open on the
Target Server

Apache All TeamForge App 80 or 443 443 for SSL

TeamForge Database = TeamForge App TeamForge Database = 5432

SVN Integration All SVN 80 or 443 443 for SSL

Git Integration All Git 80 or 443 443 for SSL

Git SSH All Git 29418

Search TeamForge App Search 2099

Binaries TeamForge App Binaries 8500

Reports DB TeamForge App Reports DB 5432 or 5632 5432 is used by default

as Reports DB is co-
hosted with TeamForge
database. 5632 can be
used if you want Reports
DB on a separate port.

Reports ETL TeamForge App Reports ETL 7010
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Source Server Target Server Port to Be Remarks
Open on the
Target Server
Code Search All Code Search 9200
(Elasticsearch) (Elasticsearch)

EventQ Port Requirements

Ports Used by TeamForge EventQ Services

Port Service Host

8844 HTTP/HTTPS App Server
6379 Redis App Server
27017 MongoDB DB Server
28017 MongoDB DB Server
5672 RabbitMQ MQ Server
15672 RabbitMQ Management Console MQ Server

Ports to be Open in a Firewall Environment for EventQ

The following use cases detail TeamForge EventQ’s firewall/routing requirements. By default, end-user web
access is proxied through the primary TeamForge web server. TeamForge EventQ adapters supply data
using the MQ layer and therefore need access to the MQ server (default port 5672). There are also private
access requirements between the various installed services as detailed below.

In the following table, Source Server is where the data is coming from and Target Server is where the
data is going to.

Source Server Target Server Ports to Be Description

Open on the

Target Server
App server TeamForge server = 443/80 App communication with TeamForge server
TeamForge server App server 8844 TeamForge communication with App server
TeamForge EventQ MQ server 5672 Message communication between Adapters
Adapters and MQ server
App server MQ server 5672 App communication with MQ server
TeamForge server MQ server 5672 TeamForge communication with MQ server
App server MQ server 15672 App administration of MQ server
App server DB server 27017 App server communication with DB server
App server MQ server 22 App ssh to MQ server, installation only

©2024 Digital.ai Inc. All rights reserved Page 32



digital.ai

TeamForge 19.2

Ports to Be
Open on the
Target Server

Source Server Target Server Description

DB server 22 App ssh to DB server, installation only

App server

Ports to be Open in a Firewall Environment for Baseline

In the following table, Source Server is where the data is coming from and Target Server is where the
data is going to.

Ports to Be
Open on the
Target Server

Source Server Target Server Description

Baseline Application communication with
TeamForge database server

Baseline Application TeamForge Database 5432

Baseline Application Baseline Database 5432 Baseline Application communication with
Baseline database server

TeamForge Baseline Application 9191 Baseline Application communication with

Application TeamForge Application

TeamForge Baseline Post Install 9192 Baseline Post Install Application

Application Application communication with TeamForge

Application

Ports to be Open in a Firewall Environment for TeamForge
Webhooks-based Event Broker

In the following table, Source Server is where the data is coming from and Target Server is where the
data is going to.

Ports to Be
Open on the
Target Server

Source Server Target Server Description

TeamForge TeamForge 5432 TeamForge Webhooks-based Event Broker
Webhooks-based Webhooks-based application communication with its database
Event Broker Event Broker server
Application Database
Publisher TeamForge 3000 Publisher application communication with
Application Webhooks-based TeamForge Webhooks-based Event Broker
Event Broker application
Application
Subscriber TeamForge Subscriber port
Application Webhooks-based (Unknown) Subscriber application communication with

Event Broker
Application
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Source Server  Target Server Ports to Be Description
Open on the
Target Server

NOTE: Subscriber ports should be
accessible in a Firewall environment.

[I:

1. OpendDK replaces Oracle JRE 9 in TeamForge 19.2 and later. It is recommended to remove the
JAVA_HOME token, if added to your site-options.conf file. TeamForge uses the default
JAVA_HOME which is set to the OpenJDK path. [

2. CollabNet releases new versions of integration plugins from time to time. It is recommended to upgrade
your TeamForge-Nexus integration plugins whenever a new version is available. [I

3. TeamForge-TestLink integration requires TeamForge Webhooks-based Event Broker. [I

4. TeamForge-Jenkins integration using the CollabNet Jenkins integration plugin v2.0.6 requires
TeamForge Webhooks-based Event Broker. [

After installing the operating system, prepare the networking connections and configuration for your
TeamForge site.

NOTE: You must have root access to all the hosts you will be setting up for your site.

1. Use the NetworkManager to list the DNS servers you want to use for resolving Internet addresses.
2. Open the appropriate ports, and close all other ports. See Port Requirements.
3. Use the hostname command to verify that the machine name is resolvable on the network.
hostname
bigbox.supervillain.org
4. Use the nslookup command to verify that your hostname maps to the right IP address.
nslookup bigbox.supervillain.org
Server: 204.16.107.137
Address: 204.16.107.137#53

TIP: If there is any doubt about what the system’s real IP address is, use the /sbin/ifconfig
command.
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5. If you are installing behind a proxy, specify your proxy settings.
export http_proxy=http://<PROXY_USERNAME>:<PROXY_PASSWD>a<PROXY_HOST>:<PRO

XY_PORT>
export no_proxy=localhost,127.0.0.0/8,<hostname>

6. Use a tool such as Nessus to scan your server for potential vulnerabilities. See Port Requirements for
detailed security recommendations.

[l:
To use HTTPS for web traffic, you will need to obtain a valid Apache SSL certificate.

When generating an Apache (mod_ssl) SSL certificate, you have two options:

» Purchase a SSL certificate from a certificate authority (CA). Searching the Web for “certificate
authority” will present several choices.

* Generate a self-signed certificate. This option costs nothing and provides the same level of encryption
as a certificate purchased from a certificate authority (CA). However, this option can be a mild
annoyance to some users, because Internet Explorer (IE) issues a harmless warning each time a user
visits a site that uses a self-signed certificate.

IMPORTANT: SSL is enabled by default and a self-signed certificate is auto-generated.

Regardless of which option you select, the process is almost identical.

1. Know the fully qualified domain name (FQDN) of the website for which you want to request a
certificate. If you want to access your site through https://www.example.com, then the FQDN of
your website is www . example . com.

This is also known as your common name.

2. Generate the key with the SSL genrsa command.

openssl genrsa -out www.example.com.key 1024

This command generates a 1024 bit RSA private key and stores it in the file www . example.com. key.

TIP: Back up your www.example.com.key file, because without this file, your SSL certificate will not
be valid.

3. Generate the CSR with SSL req command.
openssl req -new -key www.example.com.key -out www.example.com.csr
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This command will prompt you for the X.509 attributes of your certificate. Give the fully qualified domain
name, such as www.example.com, when prompted for Common Name.

Do not enter your personal name here. It is requesting a certificate for a webserver, so the Common
Name has to match the FQDN of your website.

4. Generate a self-signed certificate.
openssl xb09 -req -days 370 -in www.example.com.csr -signkey www.example.c
om.key -out www.example.com.crt

This command will generate a self-signed certificate in www.example.com.crt.
You will now have an RSA private key in www . example.com. keu, a Certificate Signing Request in

www . example.com.csr, and an SSL certificate in www . example.com.crt. The self-signed SSL
certificate that you generated will be valid for 370 days.

[I:
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The easiest way to install TeamForge is to install it on a single server, dedicated to TeamForge taking the
default configuration settings.

Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.
Click to Show/Hide |

Dos

+ Understand TeamForge installation requirements and plan your installation or upgrade.

» Get your TeamForge license key and keep it handy.

+ Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking
for TeamForge.

» Look for new or modified site-options.conf tokens and update your site-options.conf file
as required during the upgrade process. See Site Options Change Log.

» Set up a TeamForge Stage Server before you upgrade your Production Server.

« Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.

» Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.

* As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.

- JBOSS_JAVA OPTS

> PHOENIX_JAVA_OPTS

o INTEGRATION_JAVA_OPTS

o ETL_JAVA_OPTS
ELASTICSEARCH_JAVA OPTS

o

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64
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Don'ts

+ Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.conf file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

+ Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO_DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

+ Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.

» SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

+ If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

+ While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

+ It’s highly recommended that you install the TeamForge Baseline services on a separate server as the

baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

» No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

» Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: \WWhy do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.
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+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APIs.

+ TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNSs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

« If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.

o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.

o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.

+ The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you
must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or
later.

+ While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

« EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

Single Server Setup

You can install TeamForge on both RHEL/CentOS 7.6 and 6.10. In this single server setup, all the following
TeamForge services are installed on a single RHEL/CentOS server.
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TeamForge Application Server (server-01)

» TeamForge Application Server (ctfcore)

» Database Server (ctfcore-database and ctfcore-datamart)

+ Mail Server (mail)

» Code Search Server (codesearch)

« ETL Server (etl)

+ Git Integration Server (gerrit and gerrit-database)

* Review Board (reviewboard, reviewboard-database and reviewboard-adapter)
+ Binary (binary and binary-database)

» SCM Integration Server (subversion and cvs)

» Search Server (search)

+ TeamForge EventQ Server (rabbitmq, mongodb, redis, eventq)

» CLI Server (cliserver)

« TeamForge Baseline (baseline, baseline-database, baseline-post-install)’
« TeamForge Webhooks-based Event Broker (webr webr-database)?

NOTE: EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can
install EventQ separately, if required. EventQ installation instructions are included in this topic, which you
can ignore if EventQ is not required for you.

Do This Step by Step on the TeamForge
Application Server (server-01)

1. Install RHEL/CentOS 7.6 or 6.10 and log on as root.

»" The host must be registered with the Red Hat Network if you are using Red Hat Enterprise Linux.

" See the RHEL 7.6 Installation Guide or RHEL 6.10 Installation Guide for help.

=" Delete the python-crypto package if you are installing TeamForge on RHEL/CentOS 6.10. yum
erase python-crypto

2. Check your networking setup. See Set up Networking for more information.

3. Configure the TeamForge installation repository ]
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TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
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unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr
4. Install the TeamForge application packages.
yum install teamforge

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources

Install the TeamForge EventQ application packages.
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yum install teamforge-eventq (run this command only on RHEL/Cent0S 6.x)
yum install CN-eventq CN-eventg-runtime CN-mongodb CN-rabbitmqg

Install the Baseline packages.

yum install teamforge-baseline
Install the TeamForge Webhooks-based Event Broker.

yum install teamforge-webr

5. Set up your site’s master configuration file.
vi /opt/collabnet/teamforge/etc/site-options.conf

host:SERVICES Token

server-01:SERVICES=ctfcore ctfcore-database search mail codesearch rabbitm
g mongodb redis eventq etl ctfcore-datamart subversion cvs gerrit gerrit-d
atabase binary binary-database reviewboard reviewboard-database reviewboar
d-adapter cliserver baseline baseline-database baseline-post-install webr
webr-database

NOTE: You may remove the identifiers of components you do not want. For example, remove
baseline baseline-database baseline-post-install webr webr-database if you
are not planning to install the TeamForge Baseline and Webhooks-based Event Broker tools. See
TeamForge services for more information.

host:PUBLIC_FQDN Token

server-01:PUBLIC_FQDN=my.app.domain.com
NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.

Save the site-options.conf file.

For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on): ~ Site options configuration contd... |
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SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.

NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=0off is not supported any more. TeamForge provision fails and throws an error, if
SSL is set to of f.

SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
* Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.
* You can also encrypt the data traffic between the application and database servers and between
the ETL and datamart servers in a distributed setup. Use the [DATABASE_SSL]
[siteoptiontokens.htmI#DATABASE_SSL] token to do that. See Encrypt Database Network Traffic.

Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.

» Setthe REQUIRE PASSWORD SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSWWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
deletes or expires user accounts immediately. See

PASSWORD_CONTROL EFFECTIVE_DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:
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o MINIMUM PASSWORD LENGTH
> MAX PASSWORD_LENGTH
o PASSWORD REQUIRES NUMBER
o PASSWORD REQUIRES NON_ALPHANUM
o PASSWORD REQUIRES MIXED CASE
o REQUIRE_PASSWORD SECURITY
o LOGIN_ATTEMPT LOCK
o PASSWORD HISTORY_ AGE
o ALLOW PASSWORD DICTIONARY WORD
* If the token REQUIRE RANDOM ADMIN PASSWORD is already set to true, then set the
token ADMIN_EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
« If you have LDAP set up for external authentication, you must set the
REQUIRE USER PASSWORD CHANGE site options token to false.

Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.

To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE_DOWNLOAD MODE.

PostgreSQL Tokens and Settings

Make sure the PostgreSQL tokens in the site-options.conf file are set as recommended in the
following topic: What are the right PostgreSQL settings for my site?

Save the site-options.conf file.

6. Provision services.
teamforge provision
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TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.
7. Verify TeamForge installation.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
* Username: admin
* Password: admin
3. Create a sample project. See Create a TeamForge Project.
4. Write a welcome message to your site’s users. See Create a Site-wide Broadcast.

Post Install Tasks

» Supply Your TeamForge License Key
* Run TeamForge in SELinux enabled Mode

Install EventQ Integration Adapters

Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker

» Users are not getting email notifications for review requests and reviews. What should | do?

» Custom schema registration fails for the Binary application on sites without EventQ. What should | do?

Also See...

FAQs on Install / Upgrade / Administration

[I:

1. It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup. O

2. TeamForge Baseline, if installed, requires TeamForge Webhooks-based Event Broker. [I

Distributed setup with TeamForge, Database (including Datamart), EventQ, Review Board, SCM
(Subversion, CVS and Git), Code Search and Baseline installed on separate servers.

»" In this distributed setup, TeamForge services are distributed across seven servers, server-01 through
server-07 as illustrated in the following table.

»" You can install TeamForge on both RHEL/CentOS 7.6 and 6.10. In this distributed setup, all the following
services are installed on RHEL/CentOS 7.6 servers.
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server-01

TeamForge
Application
Server

ctfcore

mail
etl

search

reviewboard-
adapter2

binary
cliserver

webr?

server-02

TeamForge
Database
Server

ctfcore-database

ctfcore-datamart

gerrit-database

binary-database

reviewboard-
database

webr-database

server-03 server-04

EventQ Review

Server Board
Server

eventq reviewboard

rabbitmqg

mongodb

redis

server-05

SCM
Server

subversion

Cvs

gerrit

server-06

Code
Search
Server

codesearch

server-07

Baseline
Server

baselinel

baseline-post-
install2

baseline-
database

NOTE: EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can
install EventQ seprately, if required. EventQ installation instructions are included in this topic, which you
can ignore if EventQ is not required for you.

Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.

Click to Show/Hide |

Dos

« Understand TeamForge installation requirements and plan your installation or upgrade.

» Get your TeamForge license key and keep it handy.
+ Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking

for TeamForge.
* Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.

+ Set up a TeamForge Stage Server before you upgrade your Production Server.
» Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
+ Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.
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» As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.

o

JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS

o ETL_JAVA_OPTS
ELASTICSEARCH_JAVA_OPTS

o

o

o

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Don'ts

* Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.confT file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

* Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO_ DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

« Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.
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+ SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

« If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

» While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

* It’s highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

* No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

» Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: Why do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.

+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APlIs.

» TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNSs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

* If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.

o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.

o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.
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» The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you
must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or
later.

» While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

* EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

Prepare the Servers for TeamForge Installation
(server-01 through server-07)

1. Install RHEL/CentOS 7.6 and log on as root.

»" The host must be registered with the Red Hat Network if you are using Red Hat Enterprise Linux.

»" See the RHEL 7.6 Installation Guide for help.

2. Check your networking setup. See Set up Networking for more information.

3. Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all
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TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/
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If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr

Install TeamForge Services

1. Install the TeamForge application packages on the TeamForge Application Server (server-01).
yum install teamforge

Install these packages on the TeamForge Application Server (server-01), if you are installing EventQ on
a separate server.

yum install teamforge-eventq (run this command only on RHEL/Cent0S 6.x)
yum install CN-eventq CN-eventg-runtime CN-mongodb CN-rabbitmqg

Install the Baseline packages on the TeamForge Application Server (server-01) if you are installing
TeamForge Baseline.

yum install teamforge-baseline

Install the TeamForge Webhooks-based Event Broker packages on the TeamForge Application Server
(server-01) if you are installing TeamForge Baseline.

yum install teamforge-webr
2. Install TeamForge database packages on the TeamForge Database Server (server-02).
yum install teamforge
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Install the Baseline packages on the TeamForge Database Server (server-02) if you are installing
TeamForge Baseline.

yum install teamforge-baseline

Install the TeamForge Webhooks-based Event Broker packages on the TeamForge Database Server
(server-02) if you are installing TeamForge Baseline.

yum install teamforge-webr

3. Install the EventQ packages on the EventQ Server (server-03).
yum install teamforge-eventq (run this command only on RHEL/Cent0S 6.x)
yum install CN-eventq CN-eventqg-runtime CN-mongodb CN-rabbitmqg

4. Install Review Board packages on the Review Board Server (server-04).
Before You Begin

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources
yum install teamforge

5. Install SCM packages on the SCM Server (server-05).
yum install teamforge-scm teamforge-git

6. Install the Code Search packages on the Code Search Server (server-06).
yum install teamforge-codesearch

7. Install the Baseline packages on the Baseline Server (server-07).
yum install teamforge-baseline

Set up Your Site’s Master Configuration File

1. Do this on the TeamForge Database Server (server-02).
vi /opt/collabnet/teamforge/etc/site-options.conf

host:SERVICES Token

server-01:SERVICES=ctfcore search mail etl binary reviewboard-adapter clis
erver webr
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server-02:SERVICES=ctfcore-database ctfcore-datamart gerrit-database binar
y-database reviewboard-database webr-database

server-03:SERVICES=eventq rabbitmg mongodb redis
server-04:SERVICES=reviewboard

server-05:SERVICES=subversion cvs gerrit

server-06:SERVICES=codesearch

server-07:SERVICES=baseline baseline-post-install baseline-database

host:PUBLIC_FQDN Token

server-01:PUBLIC_FQDN=my.app.domain.com
NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.

Save the site-options.conf file.

For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on):  Site options configuration contd... |

SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.

NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=off is not supported any more. TeamForge provision fails and throws an error, if
SSL is set to of f.

SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
* Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.
* You can also encrypt the data traffic between the application and database servers and between
the ETL and datamart servers in a distributed setup. Use the [DATABASE_SSL]
[siteoptiontokens.htmI#DATABASE_SSL] token to do that. See Encrypt Database Network Traffic.
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Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.

» Setthe REQUIRE_PASSWORD_SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
deletes or expires user accounts immediately. See
PASSWORD_CONTROL_EFFECTIVE_DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:

o MINIMUM PASSWORD LENGTH
o MAX_ PASSWORD LENGTH
o PASSWORD_REQUIRES_NUMBER
- PASSWORD REQUIRES NON_ ALPHANUM
o PASSWORD REQUIRES MIXED CASE
- REQUIRE_PASSWORD SECURITY
o LOGIN_ATTEMPT LOCK
- PASSWORD HISTORY AGE
o ALLOW PASSWORD DICTIONARY WORD
* If the token REQUIRE_RANDOM_ ADMIN_PASSWORD is already set to true, then set the
token ADMIN EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
* If you have LDAP set up for external authentication, you must set the
REQUIRE USER PASSWORD CHANGE site options token to false.
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Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.

To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE DOWNLOAD MODE.

PostgreSQL Tokens and Settings

Make sure the PostgreSQL tokens in the site-options.conf file are set as recommended in the
following topic: What are the right PostgreSQL settings for my site?

Save the site-options.conf file.

2. Provision the Database Server (server-02).
teamforge provision

3. Copy the /opt/collabnet/teamforge/etc/site-options.conft file from the TeamForge
Database Server (server-02) to the /opt/collabnet/teamforge/etc/ directory of all other
servers.

Provision Services on All the Servers

1. Provision services.
teamforge provision

TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

»" You must provision services in a particluar sequence. Usually you start with the Database Server,

followed by the Application Server and then by other servers such as SCM, Review Board, EventQ and Code
Search servers.
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»" The TeamForge installer derives this sequence from your site-options.conf file and shows you the

order of provisioning servers when you try to provision one of the distributed servers. Follow the exact
sequence as instructed.

Provisioning Sequence without Baseline

Provision the Application Server (server-01).
Provision the SCM server (server-05).
Provision the EventQ Server (server-03).
Provision the Review Board Server (server-04).
Provision the Code Search Server (server-06).

a bk wbd =

Provisioning Sequence with Baseline

1. Provision the Application Server (server-01).

2. Provision the Baseline Server (server-07).

3. Copy the /opt/collabnet/teamforge/etc/site-options.conf file from the TeamForge
Baseline Server (server-07) to the /opt/collabnet/teamforge/etc/ directory of all other
servers.

Provision the Database Server (server-02) again.

Provision the Application Server (server-01) again.

Provision the SCM server (server-05).

Provision the EventQ Server (server-03).

Provision the Review Board Server (server-04).

Provision the Code Search Server (server-06).

© N O

Reinitialize TeamForge

1. Reinitialize TeamForge on the Review Board Server.
teamforge reinitialize
2. During teamforge provision, the Register SCM integration process fails on sites that use
self-signed certificates. Perform these steps in such cases.
1. Restart JBoss on the TeamForge Application Server.
teamforge restart -s jboss
2. Reinitialize TeamForge on the SCM Server.
teamforge reinitialize
Do you have Git and other SCM tools (SVN and CVS) on two separate servers?
Git and other SCM tools (SVN and CVS) are typically installed on a separate server dedicated for
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SCM. However, if you have Git and SCM (SVN and CVS) on two separate servers, restart Jboss on the
TeamForge Application Server and reinitialize TeamForge on the SCM Server (SVN and CVS) as
discussed earlier. In addition, you must also restart TeamForge on the Git Server.

Restart TeamForge on the Git Server: teamforge restart

Verify TeamForge Installation

1. Verify TeamForge installation.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
* Username: admin
» Password: admin
3. Create a sample project. See Create a TeamForge Project.
4. Write a welcome message to your site’s users. See Create a Site-wide Broadcast.

Post Install Tasks

» Supply Your TeamForge License Key
* Run TeamForge in SELinux enabled Mode

Install EventQ Integration Adapters
Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker
» Users are not getting email notifications for review requests and reviews. What should | do?

» Custom schema registration fails for the Binary application on sites without EventQ. What should | do?

Also See...

FAQs on Install / Upgrade / Administration

[I:

1. It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. [

2. Synchronizes the user information between the baseline database and TeamForge database. [
3. reviewboard-adapter must always be installed on the TeamForge Application Server. [

4. TeamForge Baseline, if installed, requires TeamForge Webhooks-based Event Broker. [
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Distributed setup with TeamForge, Oracle Database (including Datamart) and EventQ installed on separate
servers.

»" In this distributed setup, TeamForge, Oracle database and other services are distributed across three
servers, server-01 through server-03 as illustrated in the following table.

»" You can install TeamForge on both RHEL/CentOS 7.6 and 6.10. In this distributed setup, all the following
services are installed on RHEL/CentOS 7.6 servers.

server-01 server-02 server-03
TeamForge Application Server Oracle Database Server EventQ Server
ctfcore ctfcore-database eventq

mail ctfcore-datamart rabbitmq

etl mongodb

search redis

codesearch

gerrit

gerrit-database
subversion

cvs

reviewboard
reviewboard-database
reviewboard-adapter’!
binary
binary-database

cliserver

NOTE: EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can
install EventQ seprately, if required. EventQ installation instructions are included in this topic, which you
can ignore if EventQ is not required for you.

Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.
Click to Show/Hide |
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Dos

« Understand TeamForge installation requirements and plan your installation or upgrade.

» Get your TeamForge license key and keep it handy.
+ Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking

for TeamForge.
* Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.
+ Set up a TeamForge Stage Server before you upgrade your Production Server.
» Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
+ Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.

» As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.

- JBOSS_JAVA OPTS

> PHOENIX_JAVA_OPTS

> INTEGRATION_JAVA_OPTS

o ETL_JAVA_OPTS
ELASTICSEARCH_JAVA_OPTS

o

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Don'ts

* Do not customize your operating system installation. Select only the default packages list.

« While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.confT file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.
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* Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO_ DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

+ Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.

+ SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

* If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

» While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

« It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

* No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

+ Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: Why do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.

« SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APIs.

+ TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLs (in other words, end users do not have to notice or change
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anything). For example, you can create FQDNs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.
+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.
* If you are using service-specific FQDNs
o A wildcard SSL cert is required. SNI SSL cert cannot be used.
o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.
o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.
* You cannot have a separate PUBLIC_FQDN for EventQ.
+ The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you

must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or

later.

+ While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

+ EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

Prepare the Servers for TeamForge Installation
(server-01 through server-03)

1. Install RHEL/CentOS 7.6 and log on as root.

»" The host must be registered with the Red Hat Network if you are using Red Hat Enterprise Linux.

»" See the RHEL 7.6 Installation Guide for help.

2. Check your networking setup. See Set up Networking for more information.

3. Configure the TeamForge installation repository |
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TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
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unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.

yum list httpd
yum list apr

»" You need not configure the TeamForge installation repository on the Oracle Database Server.

Install the TeamForge Services

1. Install the TeamForge application services on the TeamForge Application Server (server-01).
yum install teamforge

2. Install the Review Board services on the TeamForge Application Server (server-01).

Before You Begin
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If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources
yum install teamforge

3. Download the corresponding version of Oracle client and run the following command on the
TeamForge Application Server (server-01).
yum localinstall <path to oracle client rpm>

4. Install EventQ services on the EventQ Server (server-03).
yum install teamforge-eventq (run this command only on RHEL/Cent0S 6.x)
yum install CN-eventq CN-eventg-runtime CN-mongodb CN-rabbitmqg

Set up the Oracle Database Server (server-02)

1. Install Oracle 12c.

NOTE: Make sure your database uses UTF8 or AL32UTF8 encoding. This is needed to support
users in Asian languages. See this Oracle knowledge base article.

2. Log on to the Oracle Database Server as a system administrator with SYSDG privilege and run the

following query.
alter system set parallel_threads_per_cpu=4;

3. Login as an Oracle user and create the site database user and permissions.

To use an Oracle database for your TeamForge data, set up the Oracle database and tell the
TeamForge installer how to handle it.

TeamForge Database Setup

NOTE: Make sure your database uses UTF8 or AL32UTF8 encoding. This is needed to support
users in Asian languages. See this Oracle knowledge base article.

1. Connect to your Oracle database.
SQL> connect <adminusername>a<db_name>/<adminpassword> as sysdba
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2. Create the database user and password you will use to connect from TeamForge to Oracle.
SQL> create user <sf user> identified by <sf passwd> default tablespac
e <your tablespace> temporary tablespace <temporary tablespace>;
3. Grant permissions to the user that you just created.
SQL> grant unlimited tablespace to <sf user>;
SQL> grant create snapshot to <sf user>;
SQL> grant create cluster to <sf user=;
SQL> grant create database link to <sf user=;
SQL> grant create procedure to <sf user=;
SQL> grant create sequence to <sf user>;
SQL> grant create trigger to <sf user=;
SQL> grant create type to <sf user>;
SQL> grant create view to <sf user>;
SQL> grant query rewrite to <sf user>;
SQL> grant alter session to <sf user>;
SQL> grant create table to <sf users;
SQL> grant create session to <sf user=;
SQL> grant create any synonym to <sf user>;
SQL> exit
4. Create the database read-only user that you will use to connect from TeamForge.
SQL> create user <database_readonly_user> identified by <database_read
only_password> default tablespace <your tablespace> temporary tablespa
ce <temporary tablespace>;
5. Grant the required permissions to the read-only user that you just created.
SQL> grant create session to <database_readonly_user>;
SQL> exit
6. Connect to your Oracle database as .
SQL> connect <sf user>a<db_name>/<sf passwd>
7. Grant the ‘create synonym’ permission on TeamForge database to the read-only user that you
just created.

SQL> begin

for i in (select table_name from user_tables) loop

execute immediate 'grant select on '|| i.table_name||' to <database_re
adonly_user>";

execute immediate 'create synonym <database_readonly_user>.'||i.table_
name||' for '||i.table_namel||'";

end loop;

end;
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SQL> exit

TeamForge Datamart Setup

NOTE: Make sure your database uses UTF8 or AL32UTF8 encoding. This is needed to support
users in Asian languages. See this Oracle knowledge base article.

1. Connect to your Oracle database.
SQL> connect <adminusername>a<db_name>/<adminpassword> as sysdba
2. Create the datamart user you will use to connect from TeamForge.
SQL> create user <reports_database_user> identified by <reports_databa
se_password> default tablespace <your tablespace> temporary tablespace
<temporary tablespace>;
3. Grant permissions to the user that you just created.
SQL> grant unlimited tablespace to <reports_database_user>;
SQL> grant create snapshot to <reports_database_user=;
SQL> grant create cluster to <reports_database_user>;
SQL> grant create database link to <sreports_database_user=;
SQL> grant create procedure to <reports_database_user>;
SQL> grant create sequence to <reports_database_user=;
SQL> grant create trigger to <reports_database_user>;
SQL> grant create type to <reports_database_user>;
SQL> grant create view to <reports_database_user>;
SQL> grant query rewrite to <reports_database_user>;
SQL> grant alter session to <reports_database_user>;
SQL> grant create table to <reports_database_user>;
SQL> grant create session to <reports_database_user>;
SQL> grant create any synonym to <reports_database_user>;
SQL> exit

NOTE: Replace with the datamart username specified in the site-options.conf and with the
database password specified in site-options.conf.

4. Create the datamart read-only user that you will use to connect from TeamForge.
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SQL> create user <reports_readonly_user=> identified by <reports_readon
ly_password=> default tablespace <your tablespace> temporary tablespace
<temporary tablespace>;

5. Grant the required permissions to the read-only user that you just created.
SQL> grant create session to <reports_readonly_user>;
SQL> exit

NOTE: The TeamForge installer creates the tables and default values for you.

6. Connect to your Oracle database as .
SQL> connect <reports_database_user>a<db_name>/<reports_database_passw
ord>

7. Grant the ‘create synonym’ permission on TeamForge datamart to the read-only user that you just
created. SQL> begin
for i in (select table_name from user_tables) loop
execute immediate 'grant select on '|| i.table_name||' to <reports_rea
donly_user>";
execute immediate 'create synonym <reports_readonly_user>.'||i.table_n
ame||' for '||i.table_namel|'";
end loop;
end;

SQL> exit

4. Log on to the TeamForge Application Server and copy the Oracle Datamart setup script from /opt/
collabnet/teamforge/runtime/scripts/ to the /tmp directory of the Oracle Database Server
(server-02).
scp /opt/collabnet/teamforge/runtime/scripts/datamart-oracle-setup.sh <use
rname>a<server-02>:/tmp

5. Copy the Oracle Datamart setup script to /u’l directory.
mkdir /ul
cp /tmp/datamart-oracle-setup.sh /ul

6. Create the reporting user and schema.

TIP: Skip this step if you have already set up the datamart as discussed earlier. Your responses to
the datamart-oracle-setup. sh script's prompts must match the values of the equivalent
variables of the TeamForge Application Server’s site-options.conf file.
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cd /ul
sh datamart-oracle-setup.sh

Set up the TeamForge Application Server
(server-01)

Log on to the TeamForge Application Server (server-01), set up the site-options.conf file, and
provision the services.

1. Rename the sample Oracle site configuration file in the /opt/collabnet/teamforge/etc/
directory.
cd /opt/collabnet/teamforge/etc/
cp site-options-oracle.conf site-options.conf
2. Set up your site’s master configuration file.
vi /opt/collabnet/teamforge/etc/site-options.conf

host:SERVICES Token

server-01:SERVICES=ctfcore mail etl search subversion cvs codesearch clise
rver gerrit gerrit-database binary binary-database reviewboard reviewboar
d-database reviewboard-adapter

server-02:SERVICES=ctfcore-database ctfcore-datamart
server-03:SERVICES=eventg mongodb redis rabbitmqg

host:PUBLIC_FQDN Token

server-01:PUBLIC_FQDN=my.app.domain.com

NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.

Configure the Oracle Database Tokens

Configure the Oracle database name, usernames and passwords as configured on the Oracle
Database Server.

» Database type is oracle (DATABASE_TYPE=oracle)
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+ Database service name is the host name of the Oracle Database Server (for example,
DATABASE _SERVICE_NAME=cu349.maa.collab.net)
» Reports database service name is the host name of the server where the datamart is (for
example, REPORTS_DATABASE_SERVICE_NAME=cu349.maa.collab.net)
DATABASE_TYPE=oracle

# Adjust usernames/passwords to match what has been configured on the data
base server.

DATABASE _USERNAME=ctfuser

DATABASE_PASSWORD=ct fpwd

DATABASE_READ_ONLY_USER=ctfrouser

DATABASE_READ_ONLY_PASSWORD=ct fropwd

DATABASE_NAME=orcl

DATABASE_SERVICE_NAME=

# Adjust usernames/passwords to match what has been configured on the data
base server.

REPORTS_DATABASE_USERNAME=ctfrptuser

REPORTS_DATABASE_PASSWORD=ctfrptpwd

REPORTS_DATABASE_NAME=orcl

REPORTS_DATABASE_READ_ONLY_USER=ctfrptrouser
REPORTS_DATABASE_READ_ONLY_PASSWORD=ctfrptropwd
REPORTS_DATABASE_SERVICE_NAME=

Save the site-options.conf file.

For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on):  Site options configuration contd... |

SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.

NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=off is not supported any more. TeamForge provision fails and throws an error, if
SSL is setto of T.
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SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
* Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.

Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.

» Setthe REQUIRE PASSWORD SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
deletes or expires user accounts immediately. See
PASSWORD CONTROL EFFECTIVE DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:

o MINIMUM_ PASSWORD LENGTH
o MAX PASSWORD LENGTH
- PASSWORD REQUIRES NUMBER
o PASSWORD REQUIRES NON ALPHANUM
- PASSWORD REQUIRES MIXED CASE
o REQUIRE_PASSWORD SECURITY
 LOGIN_ATTEMPT LOCK
o PASSWORD HISTORY AGE
o ALLOW PASSWORD DICTIONARY WORD
* If the token REQUIRE RANDOM ADMIN PASSWORD is already set to true, then set the
token ADMIN EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
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* If you have LDAP set up for external authentication, you must set the
REQUIRE USER PASSWORD CHANGE site options token to false.

Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.

To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE_DOWNLOAD MODE.

JAVA OPTS

Configure the JBOSS_JAVA_OPTS site-options.conf token. See JBOSS JAVA OPTS.

NOTE: All JVM parameters but -Xms1024m and - Xmx2048m have been hard-coded in the
TeamForge core application. You need not manually configure any other parameter (such as
-XX:MaxMetaspaceSize=512m - XX:ReservedCodeCacheSize=128M -server
-XX:+HeapDumpOnOutOfMemoryError -Djsse.enableSNIExtension=false
-Dsun.rmi.dgc.client.gcInterval=600000
-Dsun.rmi.dgc.server.gcInterval=600000) in the site-options.conf file.

TeamForge 18.1 (and later) supports Java 9. As a result of changes to the logging framework in Java 9,
the PrintGCDetails and PrintGCTimeStamps logging options are no longer supported. Remove
these options from the following tokens while upgrading to TeamForge 18.1 or later.

. JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS
ETL_JAVA_OPTS
ELASTICSEARCH_JAVA_OPTS

TeamForge provision fails on sites that use these options post upgrade to TeamForge 18.1.
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Save the site-options.conf file.

3. Provision services.
teamforge provision
TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

Set up the EventQ Server (server-03)

Log on to the EventQ Server (server-03), set up the site-options.conf file, and provision the services.

1. Copy the /opt/collabnet/teamforge/etc/site-options.conf file from the TeamForge
Application Server to the EventQ Server’s /opt/collabnet/teamforge/etc/ directory.

2. Provision services.

teamforge provision
TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF -8. TeamForge create
runtime (teamforge provision) fails otherwise.

Verify TeamForge Installation

1. Verify TeamForge installation.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
* Username: admin
* Password: admin
3. Create a sample project. See Create a TeamForge Project.
4. Write a welcome message to your site’s users. See Create a Site-wide Broadcast.

Post Install Tasks

» Supply Your TeamForge License Key
* Run TeamForge in SELinux enabled Mode

Install EventQ Integration Adapters
Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker
» Users are not getting email notifications for review requests and reviews. What should | do?
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» Custom schema registration fails for the Binary application on sites without EventQ. What should | do?

Also See...

FAQs on Install / Upgrade / Administration

[I:

1. reviewboard-adapter must always be installed on the TeamForge Application Server. [I

You can install TeamForge with its database installed separately on an external PostgreSQL server such as
AWS RDS/Aurora.

You can install TeamForge with its database installed separately on an external PostgreSQL server such as
AWS RDS/Aurora. These instructions are for installing TeamForge in a three-server distributed setup with
TeamForge and EventQ on two separate servers. All database services are hosted on a third server, which is
an external PostgreSQL server not directly managed by TeamForge.

»" You can install TeamForge on both RHEL/CentOS 7.6 and 6.10.

«" In this distributed setup, TeamForge services are distributed across three servers, server-01 through

server-03 as illustrated in the following table. It is assumed that server-03 is an externally managed
PostgreSQL server.

server-01 server-02 server-03

TeamForge Application Server EventQ Server External Database Server
ctfcore eventq gerrit-database

mail mongodb reviewboard-database

search redis binary-database

codesearch rabbitmq ctfcore-database

etl ctfcore-datamart

gerrit

reviewboard

reviewboard-adapter.
subversion

cvs

binary

cliserver
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NOTE: EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can
install EventQ seprately, if required. EventQ installation instructions are included in this topic, which you
can ignore if EventQ is not required for you.

Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.
Click to Show/Hide |

Dos

* Understand TeamForge installation requirements and plan your installation or upgrade.

» Get your TeamForge license key and keep it handy.

« Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking
for TeamForge.

» Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.
» Set up a TeamForge Stage Server before you upgrade your Production Server.
« Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
» Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.

* As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.

- JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS

o ETL_JAVA_OPTS
ELASTICSEARCH_JAVA OPTS

o

o

o

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64
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Don'ts

+ Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.conf file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

+ Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO_DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

+ Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.

» SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

+ If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

+ While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

+ It’s highly recommended that you install the TeamForge Baseline services on a separate server as the

baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

» No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

» Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: \WWhy do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.
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+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APIs.

+ TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNSs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

« If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.

o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.

o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.

+ The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you
must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or
later.

+ While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

« EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

Prepare the Servers for TeamForge Installation
(server-01 and server-02)

1. Install RHEL/CentOS 7.6 and log on as root.
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»" The host must be registered with the Red Hat Network if you are using Red Hat Enterprise Linux.

»" See the RHEL 7.6 Installation Guide for help.

2. Check your networking setup. See Set up Networking for more information.

3. Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
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unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL - CDROM)]

name=RHEL CDRom

baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1

gpgcheck=0

7. Verify your yum configuration files.
yum list httpd
yum list apr

Install TeamForge Services

1. Install TeamForge and Review Board services on the TeamForge Application Server (server-01).
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yum

install teamforge

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r

eviewboard/resources/SOURCES/python-modules-sources

2. Install EventQ services on the EventQ Server (server-02).

yum
yum

install teamforge-eventq (run this command only on RHEL/Cent0S 6.x)
install CN-eventq CN-eventqg-runtime CN-mongodb CN-rabbitmqg

Prepare the External Database Server for
TeamForge Installation

1. Log on to the Database Server and create the TeamForge database, datamart, Gerrit database, Binary
database and Review Board database. Note down the following credentials that are required to set up
the TeamForge site-options.conf tokens later in the process.

Database name (DATABASE_NAME)

Database username (DATABASE_USERNAME)

Database password (DATABASE_PASSWORD)

Database read-only username (DATABASE_READ_ONLY_USER)

Database read-only password (DATABASE_READ_ONLY_PASSWORD)

Reports database name (REPORTS_DATABASE_NAME)

Reports database username (REPORTS_DATABASE_USERNAME)

Reports database password (REPORTS_DATABASE_PASSWORD)

Reports database read-only username (REPORTS_DATABASE_READ_ONLY_USER)
Reports database read-only password (REPORTS_ DATABASE_READ_ONLY_PASSWORD)
Gerrit database password (GERRIT_DATABASE_PASSWORD)

IAF database name (IAF_DBNAME)

IAF database username (IAF_DBUSER)

IAF database password (IAF_DBPASS)

Review Board database name (REVIEWBOARD_DATABASE_NAME)

Review Board database username (REVIEWBOARD_DATABASE_USER)

Review Board database password (REVIEWBOARD_DATABASE_PASSWORD)

2. Create users and grant access rights.
» Access rights for read-only users: LOGIN,NOCREATEDB,NOCREATEROLE,NOSUPERUSER
» Access rights for other users: LOGIN,CREATEDB,NOCREATEROLE,NOSUPERUSER
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3. Configure the TeamForge installation repository J

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
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unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr
4. Install TeamForge database services on the External PostgreSQL Server (server-03)
yum install teamforge

Set up Your Site’s Master Configuration File

1. Do this on the TeamForge Application Server (server-01).
vi /opt/collabnet/teamforge/etc/site-options.conf
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host:SERVICES Token

server-01:SERVICES=ctfcore mail etl search subversion cvs codesearch clise
rver gerrit binary reviewboard reviewboard-adapter
server-02:SERVICES=eventq mongodb redis rabbitmqg
server-03:SERVICES=tfcore-database ctfcore-datamart gerrit-database binar
y-database reviewboard-database

host:PUBLIC_FQDN Token

server-01:PUBLIC_FQDN=my.app.domain.com

NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.

Set up the Following Site Option Tokens

- DATABASE_NAME=
- DATABASE_USERNAME=

- DATABASE_PASSWORD=

- DATABASE_READ_ONLY_USER=

- DATABASE_READ ONLY_ PASSWORD=

« REPORTS_DATABASE_NAME=

« REPORTS_DATABASE_USERNAME=

« REPORTS_DATABASE_PASSWORD=

« REPORTS_DATABASE_READ ONLY_ USER=

« REPORTS_DATABASE_READ_ONLY_PASSWORD=
« GERRIT_DATABASE_PASSWORD=

- IAF_DBNAME=

- IAF_DBUSER=

- IAF_DBPASS=

« REVIEWBOARD_ DATABASE_NAME=

- REVIEWBOARD_DATABASE_USER=

- REVIEWBOARD_DATABASE_PASSWORD=

Save the site-options.conf file.
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For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on):  Site options configuration contd... |

SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.

NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=off is not supported any more. TeamForge provision fails and throws an error, if
SSL is setto of f.

SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
* Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.
* You can also encrypt the data traffic between the application and database servers and between
the ETL and datamart servers in a distributed setup. Use the [DATABASE_SSL]
[siteoptiontokens.htmI#DATABASE _SSL] token to do that. See Encrypt Database Network Traffic.

Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.

» Setthe REQUIRE PASSWORD SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD_CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSIWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
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deletes or expires user accounts immediately. See
PASSWORD CONTROL EFFECTIVE DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:

o MINIMUM_PASSWORD_LENGTH
o MAX_PASSWORD_LENGTH
o PASSWORD_REQUIRES_NUMBER
o PASSWORD_REQUIRES_NON_ALPHANUM
o PASSWORD_REQUIRES_MIXED CASE
o REQUIRE_PASSWORD_SECURITY
o LOGIN_ATTEMPT_LOCK
o PASSWORD_HISTORY_AGE
o ALLOW_PASSWORD_DICTIONARY_WORD
« If the token REQUIRE_RANDOM_ADMIN_ PASSWORD is already set to true, then set the
token ADMIN EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
* If you have LDAP set up for external authentication, you must set the
REQUIRE_USER_PASSWORD_CHANGE site options token to false.

Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.

To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE DOWNLOAD MODE.

PostgreSQL Tokens and Settings

Make sure the PostgreSQL tokens in the site-options.conf file are set as recommended in the
following topic: What are the right PostgreSQL settings for my site?
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Save the site-options.conf file.

2. Copy the /opt/collabnet/teamforge/etc/site-options.conf file from the TeamForge
Application Server to the /opt/collabnet/teamforge/etc/ directory of all other servers.

Provision Services on All the Servers

1. Provision services.
teamforge provision
TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

»" You must provision services in a particluar sequence. Usually you start with the Database Server,
followed by the Application Server and then by other servers such as the EventQ server.

«»" The TeamForge installer derives this sequence from your site-options.conf file and shows you the

order of provisioning servers when you try to provision one of the distributed servers. Follow the exact
sequence as instructed.

1. Provision the Database Server (server-03).
2. Provision the Application Server (server-01).
3. Provision the EventQ Server (server-02).

Verify TeamForge Installation

1. Verify TeamForge installation.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
* Username: admin
» Password: admin
3. Create a sample project. See Create a TeamForge Project.
4. Write a welcome message to your site’s users. See Create a Site-wide Broadcast.

Post Install Tasks

» Supply Your TeamForge License Key
* Run TeamForge in SELinux enabled Mode

* Install EventQ Integration Adapters
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* Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker
» Users are not getting email notifications for review requests and reviews. What should | do?

» Custom schema registration fails for the Binary application on sites without EventQ. What should | do?

Also See...

FAQs on Install / Upgrade / Administration

[I:

1. reviewboard-adapter must always be installed on the TeamForge Application Server. [I

Installing TeamForge in a Load Balancing setup ensures distribution of processing load between multiple
servers. The HAProxy Server hosts the HAProxy services that are required for the load balancing function.

+ In this setup, TeamForge services have been distributed across several servers to distribute the load
across several servers.

» The hardware/software requirements for running TeamForge in a load balancing setup remain the
same as that of the usual setup. See TeamForge Requirements.

» HAProxy can be installed on a server with single core CPU and at least 1GB of RAM.

 Monit is required on all servers to monitor services such as HAProxy and TeamForge applications.

HAProxy

HAProxy is one of the efficient and reliable solutions that offers load balancing services. For more
information, see HAProxy Documentation.

This setup uses the HAProxy server as the termination point for all requests to the TeamForge application
and its related components. The HAProxy will be configured to handle all requests to the backend servers.

The HAProxy Server is hereinafter referred to as haproxy.company.domain. com.

Domain Names

With this load balancing setup, there is no requirement to allocate additional user-facing domain names for
the servers. Each service is described based on the FQDN of the server on which it runs. HAProxy will proxy
the requests to the relevant back-end servers.

This HAProxy deployment model is implemented to support the scenario of federating services across
multiple servers without impacting existing URLs to those services.
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Configuring HAProxy

HAProxy can have its configuration generated automatically by TeamForge. CollabNet recommends
deploying HAProxy as the load balancing / front-end proxy by configuring it as a TeamForge node.

In this setup:

» The TeamForge Application Server hosts the core TeamForge application service, ctfcore, and other
services such as service-monitor, cliserver, reviewboard-adapter, mail, search, etl
binary, reviewboard, reviewboard-database, binary-database, ctfcore-datamart,
ctfcore-database, gerrit-database, webr and webr-database.

» The HAProxy Server hosts the HAProxy services.

+ Services such as subversion, gerrit, codesearch, baseline and eventq are hosted on
separate servers.

* Place the license file which you intend to use (sflicense.txt)in the /opt/collabnet/
teamforge/var/etc/ directory. This saves you from having to restart the servers when the license
is applied at a later point in time.

The license must be applicable to both the servers in the cluster.

» Unless self-signed certificates are acceptable, provide custom SSL certificates using the following
TeamForge site-options.conf tokens:

SSL_CERT_FILE=/etc/ssl/certs/server.crt
SSL_KEY_FILE=/etc/ssl/certs/server.key

# Optional - only needed if an intermediate cert is needed
# SSL_CHAIN_FILE=/etc/ssl/certs/intermediate.crt

Service Monitor

TeamForge supports Monit for monitoring services and recovering failed services. Monit is installed on the
TeamForge Application and HAProxy servers to monitor the health of services and restart the services when
they fail.

Monit log file is located at /opt/collabnet/teamforge/log/monit/monit.log.

System Landscape

The following TeamForge site-options.conf snippetillustrates the system landscape for this setup
being discussed in this topic:
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HHEHHHHFHHHFHHFFHHAFHH A FHHFHHEFHHE S HE SIS ISR SRS HESE
HHHFHHAHHHFHHHFHH A FHHFHHE IS HEEH

#HAProxy cluster and PUBLIC_FQDN
haproxy-cluster:CLUSTER_SERVICES=haproxy-ctfcore service-monitor haproxy-stats
haproxy-subversion haproxy-mail haproxy-gerrit haproxy-binary haproxy-reviewb
oard haproxy-eventq haproxy-webr
haproxy.company.domain.com:CLUSTER=haproxy-cluster
haproxy-cluster:PUBLIC_FQDN=hafqgdn.company.domain.com
haproxy-cluster:haproxy-ctfcore:BACKEND = ctfapp.company.domain.com
haproxy-cluster:haproxy-mail :BACKEND = ctfapp.company.domain.com
haproxy-cluster:haproxy-binary:BACKEND = ctfapp.company.domain.com
haproxy-cluster:haproxy-cvs:BACKEND = ctfapp.company.domain.com
haproxy-cluster:haproxy-reviewboard: BACKEND ctfapp.company.domain.com
haproxy-cluster:haproxy-subversion:BACK END svn.company.domain.com
haproxy-cluster:haproxy-gerrit:BACKEND = gerrit.company.domain.com
haproxy-cluster:haproxy-eventq:BACKEND = eventq.company.domain.com
haproxy-cluster:haproxy-webr:BACKEND = ctfapp.company.domain.com

HHEHHHHFHHHFHHFFHHAFHHEFFHHF S FHE SIS HH ISR HESE
HHEHHHHFHHHFHHHFHHE S FHH S EEHSE

#ctfcore-cluster and PUBLIC_FQDN

ctfapp.company.domain.com:SERVICES=ctfcore service-monitor cliserver reviewboa
rd-adapter mail search etl binary reviewboard reviewboard-database binary-data
base ctfcore-datamart ctfcore-database gerrit-database webr webr-database
ctfapp.company.domain.com:PUBLIC_FQDN=hafqgdn.company.domain.com
ctfapp.company.domain.com:mail :PUBLIC_FQDN=hafqdn-mail.company.domain.com
ctfapp.company.domain.com:binary:PUBLIC_FQDN=hafqgdn-binary.company.domain.com
ctfapp.company.domain.com:webr:PUBLIC_FQDN=hafqgdn-webr.company.domain.com

HHEHHHHFHHHFHHFFHHEFHH A FHH A HHE S IHE SIS HH SRS ISR HESE
HHHFHHHHHHFHHHFHHFHHHFHHE I HEEH

#Gerrit Box

gerrit.company.domain.com:SERVICES=gerrit
gerrit.company.domain.com:PUBLIC_FQDN=hafqgdn.company.domain.com
gerrit.company.domain.com:gerrit:PUBLIC_FQDN=hafqgdn-gerrit.company.domain.com

#Subversion Box

svn.company.domain.com:SERVICES=subversion
svn.company.domain.com:PUBLIC_FQDN=haqatest.maa.collab.net
svn.company.domain.com:subversion:PUBLIC_FQDN=hafgdn-subversion.company.domain
.com

#EventQ
eventqg.company.domain.com:SERVICES=eventq rabbitmg redis mongodb

ENABLE_SERVICE_MONITORING=true
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#others
codesearch.company.domain.com:SERVICES=codesearch

baseline.company.domain.com:SERVICES=baseline baseline-database baseline-post-
install

HHEHHHHFHHHFHHFHHHAFHH A FHH I HHE RS IHE ISR HEH
HHHFHHAHHHFHHHFHH A FHHFHHE IS HEEH

Where:

Cluster/Server Description Hosted Services

haproxy.company.domain.com The HAProxy cluster haproxy-ctfcore
service-monitor
haproxy-stats
haproxy-subversion
haproxy-mail
haproxy-gerrit
haproxy-binary
haproxy-reviewboard
haproxy-eventq
haproxy-webr

ctfapp.company.domain.com The CTF Core cluster ctfcore
service-monitor
cliserver
reviewboard-adapter
mail
search
etl
binary
reviewboard
reviewboard-database
binary-database
ctfcore-datamart
ctfcore-database
gerrit-database
webr
webr-database

svn.company.domain.com The Subversion server subversion
gerrit.company.domain.com The Gerrit server gerrit

eventq.company.domain.com The EventQ server eventq
rabbitmq
mongodb
redis

codesearch.company.domain.com The Codesearch server codesearch

baseline.company.domain.com The Baseline server baseline
baseline-database
baseline-post-install
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Install TeamForge in a Load Balancing Setup

For the distributed setup discussed earlier, the installation process has to be done in the following sequence:

1. Set up the TeamForge Application Server, provision TeamForge and copy the site-options.conf file to all
other servers.

Set up the HAProxy Server and provision TeamForge.

Set up the Baseline Server, provision TeamForge and copy the site-options.conf file to all other servers.
Provision the TeamForge Application and HAProxy servers again.

Set up the Subversion Server.

Set up the Gerrit Server.

Set up the Codesearch Server.

Set up the EventQ Server.

© NG kAWN

Prepare the Servers

It is assumed that you have all the servers required for TeamForge Load Balancing installation prepped up
with the required OS: RHEL/CentOS 6.10 or 7.6.

Set up the TeamForge Application Server

1. Configure the TeamForge installation repository.

Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all
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TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/
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If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr
2. Install the TeamForge application packages.
yum install teamforge

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources

3. Install the TeamForge Webhooks-based Event Broker Services.
yum install teamforge-webr

4. Install the Baseline packages if you are installing TeamForge Baseline.
yum install teamforge-baseline
5. Install Monit.
Install Monit from the EPEL repository.
1. On RHEL/CentOS 7.x:

wget http://dl.fedoraproject.org/pub/epel/7/x86_64/e/epel-release-7-10
.noarch.rpm
rpm -ivh epel-release-7-10.noarch.rpm
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2. On RHEL/CentOS 6.x:

wget http://dl.fedoraproject.org/pub/epel/6/x86_64/epel-release-6-8.no
arch.rpm
rpm -ivh epel-release-6-8.noarch.rpm

6. Modify the /etc/hosts entries and add the FQDNS, all pointing to the HAProxy server’s IP address.

7. Provision services.
teamforge provision

Copy the site-options.conf File

Once you configure the site-options.conf file in the TeamForge Application Server, you can copy it to
the /opt/collabnet/teamforge/etc/ directory of all the servers.

Set up the HAProxy Server

1. Configure the TeamForge installation repository.

Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all
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TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/
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If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.

yum list httpd
yum list apr

2. Install the TeamForge application packages.

yum install teamforge CN-haproxy

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources

3. Install the TeamForge Webhooks-based Event Broker Services.
yum install teamforge-webr

4. Install Monit.
Install Monit from the EPEL repository.
1. On RHEL/CentOS 7.x:

wget http://dl.fedoraproject.org/pub/epel/7/x86_64/e/epel-release-7-10
.noarch.rpm
rpm -ivh epel-release-7-10.noarch.rpm

2. On RHEL/CentOS 6.x:
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wget http://dl.fedoraproject.org/pub/epel/6/x86_64/epel-release-6-8.no
arch.rpm
rpm -ivh epel-release-6-8.noarch.rpm
5. Provision services.
teamforge provision

Set up the Baseline Server

1. Configure the TeamForge installation repository.

Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.

yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm
3. Refresh your repository cache.

yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
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rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm
4. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

5. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
6. Verify your yum configuration files.
yum list httpd
yum list apr
2. Install the TeamForge Baseline application packages.
yum install teamforge-baseline -y

3. Modify the /etc/hosts entries and add the FQDNS, all pointing to the HAProxy server’s IP address.

4. Provision services.
teamforge provision

5. Copy the site-options.conf file from the Baseline Server to all other servers.

6. Provision the TeamForge Application and HAProxy servers again.
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Set up the Subversion Server

1. Configure the TeamForge installation repository.

Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>
3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing

TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If not mounted already, mount the RHEL/CentOS installation DVD.
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The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

5. Create a yum configuration file that points to the RHEL/CentQOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL - CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
6. Verify your yum configuration files.
yum list httpd
yum list apr
2. Install the TeamForge application packages.
yum install teamforge-scm -y

3. Modify the /etc/hosts entries and add the FQDNS, all pointing to the HAProxy server’s IP address.

4. Provision services.
teamforge provision

Set up the Git Server

1. Configure the TeamForge installation repository.

Configure the TeamForge installation repository |
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TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/
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If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

5. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
6. Verify your yum configuration files.

yum list httpd
yum list apr

2. Install the Git packages.

yum install teamforge-git -y

3. Modify the /etc/hosts entries and add the FQDNS, all pointing to the HAProxy server’s IP address.

4. Provision services.
teamforge provision

Set up the Codesearch Server

1. Configure the TeamForge installation repository.

Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
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yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>
3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing

TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

5. Create a yum configuration file that points to the RHEL/CentQOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL - CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
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gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
6. Verify your yum configuration files.
yum list httpd
yum list apr
2. Install the TeamForge Codesearch application packages.
yum install teamforge-codesearch -y

3. Modify the /etc/hosts entries and add the FQDNS, all pointing to the HAProxy server’s IP address.

4. Provision services.
teamforge provision

Set up the EventQ Server

1. Configure the TeamForge installation repository.

Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
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* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.
2. Unpack the disconnected installation package.
rpm -ivh <package-name>
3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

5. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
6. Verify your yum configuration files.
yum list httpd
yum list apr
2. Install the TeamForge EventQ application packages.
yum install teamforge-eventq (run this command only on RHEL/Cent0S 6.x)
yum install teamforge CN-eventq collabnet-nginx collabnet-passenger
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3. Modify the /etc/hosts entries and add the FQDNS, all pointing to the HAProxy server’s |P address.

4. Provision services.
teamforge provision

Troubleshooting

* What do | do if the HAProxy connections to https frontend reaches the maximum number of
connections (which is 10000 by default)?

Increase the number to a higher value (like HAPROXY_MAX_CONNECTIONS=15000) in the site-
options.conf on the HAProxy server and provision TeamForge again. This is to buy time to identify
the root cause of the real problem.

Possible issue: Check the clients (like Gerrit, Jenkins, Nexus, etc) from the network and look out for the
stale/long running connections (they may be appearing as incomplete requests) and fix/close those
connections.

» How do | enable keep alive in HAProxy?

Set HAPROXY_HTTP_MODE_OPTION=http-keep-aliveinthe site-options.conf in HAProxy
server and provision TeamForge.

[I:
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You can upgrade TeamForge on new hardware with all services on a single server.

In this single server setup, the following TeamForge services run on the TeamForge Application Server
(server-01).

TeamForge Application Server (ctfcore)

Database Server (ctfcore-database and ctfcore-datamart)

Codesearch Server (codesearch)

Mail Server (mail)

ETL Server (etl)

Git Integration Server (gerrit and gerrit-database)

SCM Integration Server (subversion and cvs)

Search Server (search).

TeamForge EventQ Server (eventq, mongodb, redis and rabbitmq)
TeamForge CLI Server (cliserver)

Review Board (reviewboard, reviewboard-database, reviewboard-adapter)
CLI Server (cliserver)

TeamForge Baseline (baseline, baseline-database, baseline-post-install)!
TeamForge Webhooks-based Event Broker (webr, webr-database)?

Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.
Click to Show/Hide |

Dos

Understand TeamForge installation requirements and plan your installation or upgrade.
Get your TeamForge license key and keep it handy.
Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking

for TeamForge.
Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.

Set up a TeamForge Stage Server before you upgrade your Production Server.

Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.

As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.
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o

JBOSS_JAVA_OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS

o ETL_JAVA_OPTS
ELASTICSEARCH_JAVA OPTS

o

o

o

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Don'ts

» Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.conf file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

+ Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

* Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.

» SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.
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* If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

+ While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

* It's highly recommended that you install the TeamForge Baseline services on a separate server as the

baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

» No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

+ Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: \Why do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.

+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APls.

« TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF -8. TeamForge create

runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNSs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

* If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.

o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.

o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.

» The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you
must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or
later.
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+ While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

+ EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

One-hop Upgrade Compatibility

Though the TeamForge 19.2 installer supports one-hop upgrade from TeamForge 18.2 or later versions,
TeamForge 19.2 upgrade instructions, in general, are for upgrading from TeamForge 19.1 (including update
releases, if any) to TeamForge 19.2.

There is no support for one-hop upgrade from TeamForge 18.1 or earlier to TeamForge 19.2. You must
upgrade your site to TeamForge 18.2 or later and then upgrade to TeamForge 19.2.

Before You Begin
Do this before you stop TeamForge while upgrading to TeamForge 18.2 or later versions.

Get value of SUBVERSION_REPOSITORY_BASE from the /opt/collabnet/teamforge/runtime/
conf/runtime-options.conf file of your existing TeamForge server and run the following command:

chmod -R 775 $SUBVERSION_REPOSITORY_BASE
Where $SUBVERSION_REPOSITORY_BASE is the path tp the /svnroot directory.

This is required to work around the unusually long time taken to migrate the Subversion data during the first
run of the teamforge provision command.

Prepare the New TeamForge Application Server
(server-01)

You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can reclaim
the additional disk space after the first successful ETL incremental run, if required.

1. Install RHEL/CentOS 7.6 and log on as root.
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»" The host must be registered with the Red Hat Network if you are using Red Hat Enterprise Linux.

»" See the RHEL 7.6 Installation Guide for help.

2. Check your networking setup. See Set up Networking for more information.

3. Configure the TeamForge installation repository. |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.

* RHEL/CentOS 6.10 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel6.x86_64.rpm

* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm

* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -Uvh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm
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4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get

the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se

rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr
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Install the TeamForge Services

1. Install TeamForge.
yum install teamforge

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources

Install the Baseline packages.

yum install teamforge-baseline

Install the TeamForge Webhooks-based Event Broker.
yum install teamforge-webr

2. Install the PostgreSQL 9.3 packages. Do this if and only if you are upgrading from TeamForge 17.4 or
earlier versions.

yum install postgresql93-#*

3. Install the PostgreSQL 9.6 packages. Do this if and only if you are upgrading from TeamForge 17.8 or
later versions.

WARNING: Ignore this step if you are upgrading from TeamForge 19.0 to TeamForge 19.1 or later
versions.

yum install postgresql96-#*

Back up and Restore TeamForge Database, Data
Directories and site-options.conf

See Back up and Restore TeamForge Database, Data Directories and site-options.conf
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Back up and Restore the Review Board Database
and Data Directories

See Back up and Restore Review Board Database and Data Directories

Configure the New TeamForge Application Server
(server-01)

Log on to the TeamForge Application Server (server-01) and set up the site-options.conf file.

1. Copy the site-options.conf file to the TeamForge installer directory.
cp /tmp/site-options.conf /opt/collabnet/teamforge/etc/
2. Set up your site’s master configuration file.

IMPORTANT: See Site options change log for a list of site option changes. While upgrading to a
latest TeamForge release, make sure that obsolete site option tokens, if any, are removed from the
site-options.conf file of the TeamForge version you are upgrading to.

vi /opt/collabnet/teamforge/etc/site-options.conf

host:SERVICES Token

server-01:SERVICES = ctfcore ctfcore-database ctfcore-datamart mail etl se
arch codesearch subversion cvs eventq redis mongodb rabbitmg cliserver ger
rit gerrit-database binary binary-database reviewboard reviewboard-databas
e reviewboard-adapter baseline baseline-database baseline-post-install web
r webr-database

host:PUBLIC_FQDN Token

server-01:PUBLIC_FQDN = my.app.domain.com

NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.
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MONGODB_APP_DATABASE_NAME

Set the MONGODB_APP_DATABASE _NAME token with EventQ’s database name in the site-
options.conf file. Do this if and only if you are upgrading from TeamForge 17.1 or earlier to
TeamForge 17.4 or later.

MONGODB_APP_DATABASE_NAME=orchestrate
Save the site-options.conf file.

For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on):  Site options configuration contd... |

SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.

NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=off is not supported any more. TeamForge provision fails and throws an error, if
SSL is setto of f.

SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
» Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.
* You can also encrypt the data traffic between the application and database servers and between
the ETL and datamart servers in a distributed setup. Use the [DATABASE_SSL]
[siteoptiontokens.htmI#DATABASE _SSL] token to do that. See Encrypt Database Network Traffic.

Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.
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» Set the REQUIRE PASSWORD SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSWWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
deletes or expires user accounts immediately. See
PASSWORD CONTROL EFFECTIVE DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:

o MINIMUM_PASSWORD_LENGTH
o MAX_PASSWORD_LENGTH
o PASSWORD_REQUIRES_NUMBER
o PASSWORD_REQUIRES_NON_ALPHANUM
o PASSWORD_REQUIRES_MIXED CASE
o REQUIRE_PASSWORD_SECURITY
o LOGIN_ATTEMPT_LOCK
o PASSWORD_HISTORY_AGE
o ALLOW_PASSWORD_DICTIONARY_WORD
« If the token REQUIRE_RANDOM_ADMIN_PASSWORD is already set to true, then set the
token ADMIN EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
* If you have LDAP set up for external authentication, you must set the
REQUIRE USER PASSWORD CHANGE site options token to false.
+ Verify and update the list of non-expiring TeamForge user accounts (password never expires).
USERS_WITH_NO_EXPIRY_PASSWORD=admin,nobody, system,scmviewer,scmadmin

Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.
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To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE_DOWNLOAD MODE.

PostgreSQL Tokens and Settings

Make sure the PostgreSQL tokens in the site-options.conf file are set as recommended in the
following topic: What are the right PostgreSQL settings for my site?

JAVA OPTS

Configure the JBOSS_JAVA_OPTS site-options.conf token. See JBOSS JAVA OPTS.

NOTE: All JVM parameters but -Xms1024m and - Xmx2048m have been hard-coded in the
TeamForge core application. You need not manually configure any other parameter (such as
-XX:MaxMetaspaceSize=512m - XX:ReservedCodeCacheSize=128M -server
-XX:+HeapDumpOnOutOfMemoryError -Djsse.enableSNIExtension=false
-Dsun.rmi.dgc.client.gcInterval=600000
-Dsun.rmi.dgc.server.gcInterval=600000) in the site-options.conf file.

TeamForge 18.1 (and later) supports Java 9. As a result of changes to the logging framework in Java 9,
the PrintGCDetails and PrintGCTimeStamps logging options are no longer supported. Remove
these options from the following tokens while upgrading to TeamForge 18.1 or later.

. JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS
ETL_JAVA_OPTS
ELASTICSEARCH_JAVA_OPTS

TeamForge provision fails on sites that use these options post upgrade to TeamForge 18.1.
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Save the site-options.conf file.

3. Deploy TeamForge and reload the PostgreSQL dump. Do this if and only if you are upgrading from
TeamForge 17.1 or earlier versions (with PostgreSQL 9.3/9.2).

WARNING: You must move the PostgreSQL 9.x directory (mv /var/lib/
pgsql/9.x /var/lib/pgsqgl/9.x_old) after reloading the database dump, failing which the
teamforge provision command will not be successful.

teamforge deploy

su - postgres

psql < /tmp/backup_dir/teamforge_data_backup.dmp (for TeamForge database)
psql -p 5632 < /tmp/teamforge_reportsdata_backup.dmp (for reporting databa
se)

Generate the License Key

As you are upgrading on new hardware, contact CollabNet Support, generate the license key for the new
server (IP address) and use it to replace /opt/collabnet/teamforge/var/etc/sflicense.txt.

If you have the TeamForge database and datamart on two separate ports on the same server, see Create a
Single Cluster for Both Database and Datamart.

Provision Services

TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK, the
TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later—and if
found—would error out when you provision TeamForge. You must uninstall Oracle JDK and proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

1. Do this if and only if you have EventQ integration and are upgrading from TeamForge 17.1 or earlier to
TeamForge 19.2.

Copy the /opt/collabnet/rabbitmg/var and /opt/collabnet/mongodb/data directories
to /opt/collabnet/teamforge/var/rabbitmgand /opt/collabnet/teamforge/var/
mongodb directories respectively.

©2024 Digital.ai Inc. All rights reserved Page 118


http://www.collab.net/support/secure-customer-login

dlg't@l.@l TeamForge 19.2

cp -R /opt/collabnet/rabbitmg/var /opt/collabnet/teamforge/var/rabbitmg

cp -R /opt/collabnet/mongodb/data /opt/collabnet/teamforge/var/mongodb
2. Provision services.

teamforge provision

TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

Finishing Tasks

1. Runthe /var/lib/pgsqgl/analyze_new_cluster. sh script. This is required if and only if you are
upgrading from TeamForge 17.1 (or earlier) to TeamForge 17.8 (or later).
su - postgres -c "/var/lib/pgsqgl/analyze_new_cluster.sh”
2. If you have CVS integrations, synchronize permissions post upgrade. See Synchronize TeamForge
Source Control Integrations.
3. Verify TeamForge upgrade.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
* Username: admin

» Password: admin
3. If your site has custom branding, verify that your branding changes still work as intended. See
Customize TeamForge.
4. Let your site’s users know they’ve been upgraded. See Create a Site-wide Broadcast.
4. Remove the backup files, if any, after the TeamForge site is up and running as expected. Remove the
repository and the file system backup from the /tmp/backup_dir directory.

Post Upgrade Tasks

* Run TeamForge in SELinux enabled Mode

Add EventQ to Existing Projects

» Users are not getting email notifications for review requests and reviews. What should | do?
Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker

Also See...

* FAQs on Install / Upgrade / Administration
» TeamForge upgrade fails when migrating Baseline database to the latest schema. What should | do?

[I:
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1. It's highly recommended that you install/upgrade the TeamForge Baseline services on a separate
server as the baselining process can consume considerable CPU and database resources. For more
information, see Upgrade TeamForge on New Hardware in a Distributed Multi-host Setup. O

2. TeamForge Baseline, if installed, requires TeamForge Webhooks-based Event Broker. [I

You can upgrade TeamForge on new hardware in a distributed multi-host setup.

In this distributed setup, TeamForge services are distributed across multiple servers as illustrated in the
following table.

server-01 server-02 server-03 server-04 server-05 server-06 server-07

TeamForge TeamForge EventQ Review SCM Code Baseline

Application Database Server Board Server Search Server

Server Server Server Server

ctfcore ctfcore-database eventq reviewboard subversion codesearch baseline!

mail ctfcore-datamart rabbitmq cvs baseline-post-
install2

etl gerrit-database mongodb gerrit baseline-
database

search binary-database redis

reviewboard- reviewboard-

adapter3 database

binary webr-database

cliserver

webr?

Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.
Click to Show/Hide |

Dos

Understand TeamForge installation requirements and plan your installation or upgrade.

» Get your TeamForge license key and keep it handy.

« Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking
for TeamForge.

» Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.
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+ Set up a TeamForge Stage Server before you upgrade your Production Server.
« Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.

As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.

o

JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS

o ETL_JAVA OPTS
ELASTICSEARCH_JAVA OPTS

o

o

o

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Don'ts

* Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.conf file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

* Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).
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Points to Remember

« Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.

» SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

* For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

* If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

» While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

* It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

* No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

+ Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: Why do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.

+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APls.

« TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

« If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.
o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.
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o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.

* The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you
must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or
later.

+ While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

+ EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

One-hop Upgrade Compatibility

Though the TeamForge 19.2 installer supports one-hop upgrade from TeamForge 18.2 or later versions,
TeamForge 19.2 upgrade instructions, in general, are for upgrading from TeamForge 19.1 (including update
releases, if any) to TeamForge 19.2.

There is no support for one-hop upgrade from TeamForge 18.1 or earlier to TeamForge 19.2. You must
upgrade your site to TeamForge 18.2 or later and then upgrade to TeamForge 19.2.

Before You Begin
Do this before you stop TeamForge while upgrading to TeamForge 18.2 or later versions.

Get value of SUBVERSION_REPOSITORY_BASE from the /opt/collabnet/teamforge/runtime/
conf/runtime-options.conf file of your existing TeamForge server and run the following command:

chmod -R 775 $SUBVERSION_REPOSITORY_BASE
Where $SUBVERSION_REPOSITORY_BASE is the path tp the /svnroot directory.

This is required to work around the unusually long time taken to migrate the Subversion data during the first
run of the teamforge provision command.
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Prepare the New Servers for TeamForge
Installation (server-01 through server-07)

You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can reclaim
the additional disk space after the first successful ETL incremental run, if required.

1. Install RHEL/CentOS 7.6 and log on as root.

»" The host must be registered with the Red Hat Network if you are using Red Hat Enterprise Linux.

«»" See the RHEL 7.6 Installation Guide for help.

2. Check your networking setup. See Set up Networking for more information.

3. Configure the TeamForge installation repository. |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 6.10 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel6.x86_64.rpm
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
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* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -Uvh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL - CDROM]
name=RHEL CDRom
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baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1

gpgcheck=0

7. Verify your yum configuration files.
yum list httpd
yum list apr

Install the TeamForge Services

1. Install TeamForge application services on the TeamForge Application Server (server-01).
yum install teamforge

Install the Baseline packages on the TeamForge Application Server (server-01) if you are installing
TeamForge Baseline.

yum install teamforge-baseline

Install the TeamForge Webhooks-based Event Broker packages on the TeamForge Application Server
(server-01) if you are installing TeamForge Baseline.

yum install teamforge-webr

2. Install TeamForge database services on the TeamForge Database Server (server-02).
yum install teamforge

Install the Baseline packages on the TeamForge Database Server (server-02) if you are installing
TeamForge Baseline.

yum install teamforge-baseline

Install the TeamForge Webhooks-based Event Broker packages on the TeamForge Database Server
(server-02) if you are installing TeamForge Baseline.

yum install teamforge-webr
3. Install EventQ services on the EventQ Server (server-03).
yum install CN-eventq CN-eventg-runtime CN-mongodb CN-rabbitmqg

4. Install Review Board services on the Review Board Server (server-04).

Before You Begin
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If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact CollabNet Support to get the

python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/
service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources
yum install teamforge
5. Install SCM services on the SCM Server (server-05).
yum install teamforge-scm teamforge-git
6. Install the Code Search service on the Code Search Server (server-06).
yum install teamforge-codesearch

7. Install the Baseline packages on the Baseline Server (server-07).
yum install teamforge-baseline

Back up and Restore TeamForge Database, Data
Directories and site-options.conf

See Back up and Restore TeamForge Database, Data Directories and site-options.conf

Back up and Restore Review Board Database and
Data Directories

See Back up and Restore Review Board Database and Data Directories

Set up the site-options.conf File

1. Log on to the new TeamForge Database Server (server-02) and copy the backed up site-
options.conf file to the TeamForge installer directory.
cp /tmp/site-options.conf /opt/collabnet/teamforge/etc/

2. Do this on the TeamForge Database Server (server-02).
vi /opt/collabnet/teamforge/etc/site-options.conf

host:SERVICES Token

server-01:SERVICES=ctfcore search mail etl binary reviewboard-adapter clis
erver webr
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server-02:SERVICES=ctfcore-database ctfcore-datamart gerrit-database binar
y-database reviewboard-database webr-database

server-03:SERVICES=eventq rabbitmg mongodb redis
server-04:SERVICES=reviewboard

server-05:SERVICES=subversion cvs gerrit

server-06:SERVICES=codesearch

server-07:SERVICES=baseline baseline-post-install baseline-database

TIP: Remove server-07 in case you are not installing TeamForge Baseline.

host:PUBLIC _FQDN Token

server-01:PUBLIC_FQDN=my.app.domain.com

NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.

MONGODB_APP_DATABASE_NAME

Set the MONGODB_APP_DATABASE _NAME token with EventQ’s database name in the site-
options.conf file. Do this if and only if you are upgrading from TeamForge 17.1 or earlier to
TeamForge 17.4 or later.

MONGODB_APP_DATABASE_NAME=orchestrate
Save the site-options.conf file.

For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on):  Site options configuration contd... |

SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.
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NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=0off is not supported any more. TeamForge provision fails and throws an error, if
SSL is setto of T.

SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
» Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.
* You can also encrypt the data traffic between the application and database servers and between
the ETL and datamart servers in a distributed setup. Use the [DATABASE_SSL]
[siteoptiontokens.htmI#DATABASE_SSL] token to do that. See Encrypt Database Network Traffic.

Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.

» Set the REQUIRE PASSWORD SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSWWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
deletes or expires user accounts immediately. See
PASSWORD CONTROL EFFECTIVE DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:

o MINIMUM_PASSWORD_LENGTH

o MAX_PASSWORD_LENGTH

o PASSWORD_REQUIRES_NUMBER

o PASSWORD_REQUIRES_NON_ALPHANUM
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o PASSWORD_REQUIRES_MIXED _CASE
o REQUIRE_PASSWORD SECURITY
o LOGIN_ATTEMPT_LOCK
o PASSWORD HISTORY_ AGE
o ALLOW_PASSWORD_DICTIONARY_WORD
* If the token REQUIRE RANDOM ADMIN PASSWORD is already set to true, then set the
token ADMIN_EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
« If you have LDAP set up for external authentication, you must set the
REQUIRE USER PASSWORD CHANGE site options token to false.
+ Verify and update the list of non-expiring TeamForge user accounts (password never expires).
USERS_WITH_NO_EXPIRY_PASSWORD=admin,nobody, system,scmviewer,scmadmin

Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.

To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE_DOWNLOAD MODE.

PostgreSQL Tokens and Settings

Make sure the PostgreSQL tokens in the site-options.conf file are set as recommended in the
following topic: What are the right PostgreSQL settings for my site?

JAVA OPTS

Configure the JBOSS_JAVA_OPTS site-options.conf token. See JBOSS JAVA OPTS.

NOTE: All JVM parameters but -Xms1024m and - Xmx2048m have been hard-coded in the
TeamForge core application. You need not manually configure any other parameter (such as
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-XX:MaxMetaspaceSize=512m -XX:ReservedCodeCacheSize=128M -server
-XX:+HeapDumpOnOutOfMemoryError -Djsse.enableSNIExtension=false
-Dsun.rmi.dgc.client.gcInterval=600000
-Dsun.rmi.dgc.server.gcInterval=600000) in the site-options.conf file.

TeamForge 18.1 (and later) supports Java 9. As a result of changes to the logging framework in Java 9,
the PrintGCDetails and PrintGCTimeStamps logging options are no longer supported. Remove
these options from the following tokens while upgrading to TeamForge 18.1 or later.

. JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS
ETL_JAVA_OPTS
ELASTICSEARCH_JAVA OPTS

TeamForge provision fails on sites that use these options post upgrade to TeamForge 18.1.

Save the site-options.conf file.

3. Deploy TeamForge and reload the PostgreSQL dump. Do this if and only if you are upgrading from
TeamForge 17.1 or earlier versions (with PostgreSQL 9.3/9.2).

WARNING: You must move the PostgreSQL 9.x directory (mv /var/lib/
pgsql/9.x /var/lib/pgsqgl/9.x_old) after reloading the database dump, failing which the
teamforge provision command will not be successful.

teamforge deploy
su - postgres
psql < /tmp/backup_dir/teamforge_data_backup.dmp (for TeamForge database)
psql -p 5632 < /tmp/teamforge_reportsdata_backup.dmp (for reporting databa
se)

4. Provision services.
teamforge provision
TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.
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5. Copy the /opt/collabnet/teamforge/etc/site-options.conf file from the TeamForge
Database Server (server-02) to the /opt/collabnet/teamforge/etc/ directory of all other

servers.

IMPORTANT: Copy the SSL certificate file, SSL chain file, and the TeamForge site’s private RSA
key file from the TeamForge Application Server (from the path as specified in the site-
options.conf tokens SSL CERT FILE, SSL CHAIN FILE, and SSL _KEY FILE)to CVS,
Subversion, Gerrit, and Baseline servers.

Provision Services on All the Servers

TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpendDK, the
TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later—and if
found—would error out when you provision TeamForge. You must uninstall Oracle JDK and proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

1. Do this if and only if you have EventQ integration and are upgrading from TeamForge 17.1 or earlier to
TeamForge 19.2.

Copy the /opt/collabnet/rabbitmg/var and /opt/collabnet/mongodb/data directories
to /opt/collabnet/teamforge/var/rabbitmgand /opt/collabnet/teamforge/var/
mongodb directories respectively.

cp -R /opt/collabnet/rabbitmg/var /opt/collabnet/teamforge/var/rabbitmg

cp -R /opt/collabnet/mongodb/data /opt/collabnet/teamforge/var/mongodb
2. Provision services.

teamforge provision

TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

»" You must provision services in a particluar sequence. Usually you start with the Database Server,

followed by the Application Server and then by other servers such as SCM, Review Board, EventQ and Code
Search servers.

" The TeamForge installer derives this sequence from your site-options.conf file and shows you the

order of provisioning servers when you try to provision one of the distributed servers. Follow the exact
sequence as instructed.
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Provisioning Sequence without Baseline

Provision the Application Server (server-01)
Provision the SCM server (server-05)
Provision the EventQ Server (server-03)
Provision the Review Board Server (server-04)
Provision the Code Search Server (server-06)

ok wbd-=

Provisioning Sequence with Baseline

1. Provision the Application Server (server-01)

2. Provision the Baseline Server (server-07)

3. Copy the /opt/collabnet/teamforge/etc/site-options.conf file from the TeamForge
Baseline Server (server-07) to the /opt/collabnet/teamforge/etc/ directory of all other
servers.

Provision the Database Server (server-02) again

Provision the Application Server (server-01) again

Provision the SCM server (server-05)

Provision the EventQ Server (server-03)

Provision the Review Board Server (server-04)

Provision the Code Search Server (server-06)

© O N O~

Reinitialize TeamForge

1. Reinitialize TeamForge on the Review Board Server.
teamforge reinitialize
2. During teamforge provision, the Register SCM integration process fails on sites that use
self-signed certificates. Perform these steps in such cases.
1. Restart JBoss on the TeamForge Application Server.
teamforge restart -s jboss
2. Reinitialize TeamForge on the SCM Server.
teamforge reinitialize
Do you have Git and other SCM tools (SVN and CVS) on two separate servers?
Git and other SCM tools (SVN and CVS) are typically installed on a separate server dedicated for
SCM. However, if you have Git and SCM (SVN and CVS) on two separate servers, restart Jboss on the
TeamForge Application Server and reinitialize TeamForge on the SCM Server (SVN and CVS) as
discussed earlier. In addition, you must also restart TeamForge on the Git Server.
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Restart TeamForge on the Git Server: teamforge restart

Finishing Tasks

1. Runthe /var/lib/pgsqgl/analyze_new_cluster. sh script. This is required if and only if you are
upgrading from TeamForge 17.1 (or earlier) to TeamForge 17.8 (or later).
su - postgres -c "/var/lib/pgsqgl/analyze_new_cluster.sh”
2. If you have CVS integrations, synchronize permissions post upgrade. See Synchronize TeamForge
Source Control Integrations.
3. Verify TeamForge upgrade.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
* Username: admin

» Password: admin
3. If your site has custom branding, verify that your branding changes still work as intended. See
Customize TeamForge.
4. Let your site’s users know they’ve been upgraded. See Create a Site-wide Broadcast.

Post Upgrade Tasks

* Run TeamForge in SELinux enabled Mode

Add EventQ to Existing Projects

» Users are not getting email notifications for review requests and reviews. What should | do?
Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker

Also See...

* FAQs on Install / Upgrade / Administration
» TeamForge upgrade fails when migrating Baseline database to the latest schema. What should | do?

[I:

1. It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. [

2. Synchronizes the user information between the baseline database and TeamForge database. [I

3. reviewboard-adapter must always be installed on the TeamForge Application Server. [
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4.

TeamForge Baseline, if installed, requires TeamForge Webhooks-based Event Broker. [I

You can upgrade TeamForge on the same hardware with all services on a single server.

In this single server setup, the following TeamForge services run on the TeamForge Application Server
(server-01).

TeamForge Application Server (ctfcore)

Database Server (ctfcore-database and ctfcore-datamart)

Codesearch Server (codesearch)

Mail Server (mail)

ETL Server (etl)

Git Integration Server (gerrit and gerrit-database)

SCM Integration Server (subversion and cvs)

Search Server (search).

TeamForge EventQ Server (eventq, mongodb, redis and rabbitmq)
TeamForge CLI Server (cliserver)

Review Board (reviewboard, reviewboard-database, reviewboard-adapter)
CLI Server (cliserver)

TeamForge Baseline (baseline, baseline-database, baseline-post-install)!
TeamForge Webhooks-based Event Broker (webr webr-database)

Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.
Click to Show/Hide |

Dos

Understand TeamForge installation requirements and plan your installation or upgrade.

Get your TeamForge license key and keep it handy.

Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking
for TeamForge.

Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.

Set up a TeamForge Stage Server before you upgrade your Production Server.

Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.
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» As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.

o

JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS

o ETL_JAVA_OPTS
ELASTICSEARCH_JAVA_OPTS

o

o

o

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Don'ts

* Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.confT file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

* Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO_ DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

« Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.
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+ SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

« If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

» While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

* It’s highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

* No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

» Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: Why do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.

+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APlIs.

» TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNSs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

* If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.

o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.

o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.
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» The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you
must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or
later.

» While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

* EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

One-hop Upgrade Compatibility

Though the TeamForge 19.2 installer supports one-hop upgrade from TeamForge 18.2 or later versions,
TeamForge 19.2 upgrade instructions, in general, are for upgrading from TeamForge 19.1 (including update
releases, if any) to TeamForge 19.2.

There is no support for one-hop upgrade from TeamForge 18.1 or earlier to TeamForge 19.2. You must
upgrade your site to TeamForge 18.2 or later and then upgrade to TeamForge 19.2.

Before You Begin
Do this before you stop TeamForge while upgrading to TeamForge 18.2 or later versions.

Get value of SUBVERSION_REPOSITORY_BASE from the /opt/collabnet/teamforge/runtime/
conf/runtime-options.conf file of your existing TeamForge server and run the following command:

chmod -R 775 $SUBVERSION_REPOSITORY_BASE
Where $SUBVERSION_REPOSITORY_BASE is the path tp the /svnroot directory.

This is required to work around the unusually long time taken to migrate the Subversion data during the first
run of the teamforge provision command.

»" The following instructions are valid for both RHEL/CentOS 6.10/7.6 platforms. Specific steps, if
applicable only for a particular RHEL/CentOS platform, are called out explicitly.

" No backup is required for same hardware upgrades. However, you can create a backup as a precaution.
See Back up and Restore TeamForge Database, Data Directories and site-options.conf. «* You must have
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adequate disk space (proportionate to your site’s data volume) to ensure a successful historical data
migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can reclaim the additional
disk space after the first successful ETL incremental run, if required.

Uninstall Custom Event Handlers, Hot Fixes, Add-
ons and Review Board

1.
2.

3.

Log on to the TeamForge Application Server (server-01).

SOAP 50 is no longer supported. Back up all your custom event handlers and remove all the event
handler JAR files before starting your TeamForge upgrade process.

. Go to My Workspace > Admin.

2. Click System Tools from the Projects menu.

3. Click Customizations.

4. Select the custom event handler and click Delete.

—_

TIP: Post upgrade, you can add custom event handlers again from the backup while making
sure that you don’t have SOAP50 (deprecated) library used.

Uninstall hotfixes and add-ons, if any, installed on your site.

Create a Database Dump

TeamForge 19.2 supports PostgreSQL 11.1. If you are upgrading from TeamForge 17.1 or earlier versions,
PostgreSQL 9.2/9.3 data cannot be migrated automatically. To migrate manually:

Create a dump of your existing database.

Stop the site.

Remove the PostgreSQL cluster in /var/lib/pgsql/9.x.

Run ‘teamforge deploy’.

Restore your database by loading the dumps.

Run the ‘teamforge provision’ command to do the migration and start the site.

. Create a dump of your site’s database if and only if you are upgrading from TeamForge 17.1 or earlier

versions.

su - postgres

/usr/bin/pg_dumpall > /opt/collabnet/teamforge/var/pgsql/9.3/backups/teamf
orge_data_backup.dmp

exit

mkdir /tmp/backup_dir
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cp /opt/collabnet/teamforge/var/pgsql/9.3/backups/teamforge_data_backup.dm
p /tmp/backup_dir/

2. Remove the PostgreSQL clusterin /var/1ib/pgsql/9.3.
mv /var/lib/pgsql/9.3 /var/lib/pgsqgl/9.3_old

yum upgrade

1. Stop TeamForge.

* If you are upgrading from TeamForge 16.7 or earlier releases:
/etc/init.d/collabnet stop

* If you are upgrading from TeamForge 16.10, 17.1, or 17.4 releases:
/opt/collabnet/teamforge/bin/teamforge stop

* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop

2. Stop EventQ.

* If you are upgrading from TeamForge 16.3:
/etc/init.d/orchestrate stop

* If you are upgrading from TeamForge 16.7, 16.10, or 17.1 release:
/etc/init.d/eventq stop
/etc/init.d/collabnet-rabbitmg-server stop
/etc/init.d/collabnet-mongod stop

* If you are upgrading from TeamForge 17.4 release:
/opt/collabnet/teamforge/bin/teamforge stop

* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop

3. Upgrade the operating system packages.

yum upgrade

Configure the TeamForge Installation Repository

1. Configure the TeamForge installation repository. |
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TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.

* RHEL/CentOS 6.10 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel6.x86_64.rpm

* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm

* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -Uvh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/
teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se

rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/
teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
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unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr

Upgrade the TeamForge Services

1. Upgrade TeamForge.
yum install teamforge

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.
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unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources

Install the Baseline packages.

yum install teamforge-baseline

2. Run the following command to upgrade the Binary application packages. This is required if and only if
you are upgrading from TeamForge 16.10 (or earlier) to TeamForge 17.8 (or later).
yum install cn-binary

Set up the site-options.conf File

1. Setup the site-options.conf file.

IMPORTANT: See Site options change log for a list of site option changes. While upgrading to a
latest TeamForge release, make sure that obsolete site option tokens, if any, are removed from the
site-options.confT file of the TeamForge version you are upgrading to.

vi /opt/collabnet/teamforge/etc/site-options.conf

host:SERVICES Token

server-01:SERVICES = ctfcore ctfcore-database ctfcore-datamart mail etl se
arch codesearch subversion cvs eventq redis mongodb rabbitmg cliserver ger
rit gerrit-database binary binary-database reviewboard reviewboard-databas
e reviewboard-adapter baseline baseline-database baseline-post-install web
r webr-database

host:PUBLIC_FQDN Token

server-01:PUBLIC_FQDN = my.app.domain.com

NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.
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MONGODB_APP_DATABASE_NAME

Set the MONGODB_APP_DATABASE _NAME token with EventQ’s database name in the site-
options.conf file. Do this if and only if you are upgrading from TeamForge 17.1 or earlier to
TeamForge 17.4 or later.

MONGODB_APP_DATABASE_NAME=orchestrate
Save the site-options.conf file.

For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on):  Site options configuration contd... |

SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.

NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=off is not supported any more. TeamForge provision fails and throws an error, if
SSL is setto of f.

SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
» Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.
* You can also encrypt the data traffic between the application and database servers and between
the ETL and datamart servers in a distributed setup. Use the [DATABASE_SSL]
[siteoptiontokens.htmI#DATABASE _SSL] token to do that. See Encrypt Database Network Traffic.

Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.
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» Set the REQUIRE PASSWORD SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSWWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
deletes or expires user accounts immediately. See
PASSWORD CONTROL EFFECTIVE DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:

o MINIMUM_PASSWORD_LENGTH
o MAX_PASSWORD_LENGTH
o PASSWORD_REQUIRES_NUMBER
o PASSWORD_REQUIRES_NON_ALPHANUM
o PASSWORD_REQUIRES_MIXED CASE
o REQUIRE_PASSWORD_SECURITY
o LOGIN_ATTEMPT_LOCK
o PASSWORD_HISTORY_AGE
o ALLOW_PASSWORD_DICTIONARY_WORD
« If the token REQUIRE_RANDOM_ADMIN_PASSWORD is already set to true, then set the
token ADMIN EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
* If you have LDAP set up for external authentication, you must set the
REQUIRE USER PASSWORD CHANGE site options token to false.
+ Verify and update the list of non-expiring TeamForge user accounts (password never expires).
USERS_WITH_NO_EXPIRY_PASSWORD=admin,nobody, system,scmviewer,scmadmin

Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.
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To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE_DOWNLOAD MODE.

PostgreSQL Tokens and Settings

Make sure the PostgreSQL tokens in the site-options.conf file are set as recommended in the
following topic: What are the right PostgreSQL settings for my site?

JAVA OPTS

Configure the JBOSS_JAVA_OPTS site-options.conf token. See JBOSS JAVA OPTS.

NOTE: All JVM parameters but -Xms1024m and - Xmx2048m have been hard-coded in the
TeamForge core application. You need not manually configure any other parameter (such as
-XX:MaxMetaspaceSize=512m - XX:ReservedCodeCacheSize=128M -server
-XX:+HeapDumpOnOutOfMemoryError -Djsse.enableSNIExtension=false
-Dsun.rmi.dgc.client.gcInterval=600000
-Dsun.rmi.dgc.server.gcInterval=600000) in the site-options.conf file.

TeamForge 18.1 (and later) supports Java 9. As a result of changes to the logging framework in Java 9,
the PrintGCDetails and PrintGCTimeStamps logging options are no longer supported. Remove
these options from the following tokens while upgrading to TeamForge 18.1 or later.

. JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS
ETL_JAVA_OPTS
ELASTICSEARCH_JAVA_OPTS

TeamForge provision fails on sites that use these options post upgrade to TeamForge 18.1.
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Save the site-options.conf file.

2. Deploy TeamForge and reload the PostgreSQL dump. Do this if and only if you are upgrading from
TeamForge 17.1 or earlier versions (with PostgreSQL 9.3/9.2).

WARNING: You must move the PostgreSQL 9.x directory (mv /var/lib/
pgsql/9.x /var/lib/pgsqgl/9.x_old) after reloading the database dump, failing which the
teamforge provision command will not be successful.

teamforge deploy

su - postgres

psql < /tmp/backup_dir/teamforge_data_backup.dmp (for TeamForge database)
psql -p 5632 < /tmp/teamforge_reportsdata_backup.dmp (for reporting databa
se)

Provision Services

TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpendDK, the
TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later—and if
found—would error out when you provision TeamForge. You must uninstall Oracle JDK and proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

1. Do this if and only if you have EventQ integration and are upgrading from TeamForge 17.1 or earlier to
TeamForge 19.2.

Copy the /opt/collabnet/rabbitmg/var and /opt/collabnet/mongodb/data directories
to /opt/collabnet/teamforge/var/rabbitmgand /opt/collabnet/teamforge/var/
mongodb directories respectively.

cp -R /opt/collabnet/rabbitmg/var /opt/collabnet/teamforge/var/rabbitmg
cp -R /opt/collabnet/mongodb/data /opt/collabnet/teamforge/var/mongodb

2. Provision services.
teamforge provision

TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

©2024 Digital.ai Inc. All rights reserved Page 147



dlglt@l.@l TeamForge 19.2

Finishing Tasks

1. Runthe /var/lib/pgsqgl/analyze_new_cluster. sh script. This is required if and only if you are
upgrading from TeamForge 17.1 (or earlier) to TeamForge 17.8 (or later).
su - postgres -c "/var/lib/pgsgl/analyze_new_cluster.sh”
2. If you have CVS integrations, synchronize permissions post upgrade. See Synchronize TeamForge
Source Control Integrations.
3. Verify TeamForge upgrade.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
* Username: admin

* Password: admin
3. If your site has custom branding, verify that your branding changes still work as intended. See
Customize TeamForge.
4. Let your site’s users know they’ve been upgraded. See Create a Site-wide Broadcast.

Post Upgrade Tasks

* Run TeamForge in SELinux enabled Mode

Add EventQ to Existing Projects

» Users are not getting email notifications for review requests and reviews. What should | do?
Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker

Also See...

* FAQs on Install / Upgrade / Administration
» TeamForge upgrade fails when migrating Baseline database to the latest schema. What should | do?

[I:

1. It's highly recommended that you install/upgrade the TeamForge Baseline services on a separate
server as the baselining process can consume considerable CPU and database resources. For more

information, see Upgrade TeamForge on Same Hardware in a Distributed Multi-host Setup. O

You can upgrade TeamForge on the same hardware in a distributed multi-host setup.

In this distributed setup, TeamForge services are distributed across multiple servers as illustrated in the
following table.
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server-01 server-02 server-03 server-04 server-05 server-06 server-07

TeamForge TeamForge EventQ Review SCM Code Baseline

Application Database Server Board Server Search Server

Server Server Server Server

ctfcore ctfcore-database eventq reviewboard subversion codesearch baselinel

mail ctfcore-datamart rabbitmqg cvs baseline-post-
install2

etl gerrit-database mongodb gerrit baseline-
database

search binary-database redis

reviewboard- reviewboard-

adapter2 database

binary webr-database

cliserver

webr

Dos and Don’ts

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.

Click to Show/Hide |

Dos

» Understand TeamForge installation requirements and plan your installation or upgrade.

» Get your TeamForge license key and keep it handy.
+ Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking

for TeamForge.
* Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.

» Set up a TeamForge Stage Server before you upgrade your Production Server.
» Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
+ Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.

» As a result of changes to the logging framework in Java 9, the PrintGCDetails and

PrintGCTimeStamps logging options are no longer supported. Remove these options from the

following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.
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o INTEGRATION_JAVA_OPTS
o ETL_JAVA_OPTS
o ELASTICSEARCH_JAVA_ OPTS

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Don'ts

» Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.conf file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

+ Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

+ Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.

» SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

+ If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.
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» While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

* It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

* No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

» Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: Why do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.

+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APIs.

» TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

« All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

« If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.

o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.

o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.

+ The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you

must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or

later.

+ While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.
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» EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

One-hop Upgrade Compatibility

Though the TeamForge 19.2 installer supports one-hop upgrade from TeamForge 18.2 or later versions,
TeamForge 19.2 upgrade instructions, in general, are for upgrading from TeamForge 19.1 (including update
releases, if any) to TeamForge 19.2.

There is no support for one-hop upgrade from TeamForge 18.1 or earlier to TeamForge 19.2. You must
upgrade your site to TeamForge 18.2 or later and then upgrade to TeamForge 19.2.

Before You Begin
Do this before you stop TeamForge while upgrading to TeamForge 18.2 or later versions.

Get value of SUBVERSION_REPOSITORY_BASE from the /opt/collabnet/teamforge/runtime/
conf/runtime-options.conf file of your existing TeamForge server and run the following command:

chmod -R 775 $SUBVERSION_REPOSITORY_BASE
Where $SUBVERSION_REPOSITORY_BASE is the path tp the /svnroot directory.

This is required to work around the unusually long time taken to migrate the Subversion data during the first
run of the teamforge provision command.

»" The following instructions are valid for both RHEL/CentOS 6.10/7.6 platforms. Specific steps, if
applicable only for a particular RHEL/CentOS platform, are called out explicitly.

" No backup is required for same hardware upgrades. However, you can create a backup as a precaution.

See Back up and Restore TeamForge Database, Data Directories and site-options.conf. «* You must have
adequate disk space (proportionate to your site’s data volume) to ensure a successful historical data

migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can reclaim the additional
disk space after the first successful ETL incremental run, if required.

Uninstall Custom Event Handlers, Hot Fixes and
Add-ons

Log on to the TeamForge Application Server.
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1. SOAP 50 is no longer supported. Back up all your custom event handlers and remove all the event
handler JAR files before starting your TeamForge upgrade process.
1. Go to My Workspace > Admin.
2. Click System Tools from the Projects menu.
3. Click Customizations.
4. Select the custom event handler and click Delete.

TIP: Post upgrade, you can add custom event handlers again from the backup while making
sure that you don’t have SOAPS50 (deprecated) library used.

2. Uninstall hotfixes and add-ons, if any, installed on your site.

Create a Database Dump

TeamForge 19.2 supports PostgreSQL 11.1. If you are upgrading from TeamForge 17.1 or earlier versions,
PostgreSQL 9.2/9.3 data cannot be migrated automatically. To migrate manually:

+ Create a dump of your existing database.

Stop the site.

» Remove the PostgreSQL clusterin /var/1lib/pgsql/9.x.

* Run ‘teamforge deploy’.

» Restore your database by loading the dumps.

Run the ‘teamforge provision’ command to do the migration and start the site.

1. Create a dump of your site’s database if and only if you are upgrading from TeamForge 17.1 or earlier
versions.
su - postgres
/usr/bin/pg_dumpall > /opt/collabnet/teamforge/var/pgsql/9.3/backups/teamf
orge_data_backup.dmp
exit
mkdir /tmp/backup_dir
cp /opt/collabnet/teamforge/var/pgsql/9.3/backups/teamforge_data_backup.dm
p /tmp/backup_dir/

2. Remove the PostgreSQL cluster in /var/lib/pgsql/9.3.
mv /var/lib/pgsql/9.3 /var/lib/pgsql/9.3_old

yum upgrade

1. Stop TeamForge.
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IMPORTANT: Stop TeamForge on all the servers in a distributed setup.

* If you are upgarding from TeamForge 16.7 or earlier releases:
/etc/init.d/collabnet stop

* If you are upgrading from TeamForge 16.10, 17.1, or 17.4 releases:
/opt/collabnet/teamforge/bin/teamforge stop

* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop

2. Log on to the EventQ Server. Stop EventQ.

* If you are upgrading from TeamForge 16.3:
/etc/init.d/orchestrate stop

* If you are upgrading from TeamForge 16.7, 16.10, or 17.1 release:
/etc/init.d/eventq stop
/etc/init.d/collabnet-rabbitmg-server stop
/etc/init.d/collabnet-mongod stop

* If you are upgrading from TeamForge 17.4 release:
/opt/collabnet/teamforge/bin/teamforge stop

* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop

3. Upgrade the operating system packages.

yum upgrade

NOTE: Run yum upgrade on all the servers.

Configure the TeamForge Installation Repository

1. Configure the TeamForge installation repository. ]
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TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.

* RHEL/CentOS 6.10 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel6.x86_64.rpm

* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm

* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -Uvh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/
teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se

rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/
teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
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unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr

Upgrade the TeamForge Services

1. Upgrade the TeamForge application services on the TeamForge Application Server (server-01).
yum install teamforge

Install the Baseline packages on the TeamForge Application Server (server-01) if you are installing
TeamForge Baseline.

yum install teamforge-baseline
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Install the TeamForge Webhooks-based Event Broker packages on the TeamForge Application Server
(server-01) if you are installing TeamForge Baseline.

yum install teamforge-webr
2. Upgrade the TeamForge database services on the TeamForge Database Server (server-02).
yum install teamforge

Upgrade the Baseline packages on the TeamForge Database Server (server-02) if you are installing
TeamForge Baseline.

yum install teamforge-baseline

Upgrade the TeamForge Webhooks-based Event Broker packages on the TeamForge Database Server
(server-02) if you are installing TeamForge Baseline.

yum install teamforge-webr

3. There is no need to upgrade EventQ in case you are upgrading from TeamForge 18.3 to TeamForge
19.0 (or later).

Upgrade the EventQ services on the EventQ Server (server-03) if you are upgrading from TeamForge
18.2 or earlier to TeamForge 19.0 (or later).

« If you are running on RHEL/CentOS 6.x:
yum install teamforge-eventq CN-eventq CN-eventg-runtime CN-mongodb CN
-rabbitmg CN-redis collabnet-nginx collabnet-passenger

* If you are running on RHEL/CentOS 7.x:
yum erase teamforge-eventq
yum install CN-eventq CN-eventg-runtime CN-mongodb CN-rabbitmg CN-redi
s collabnet-nginx collabnet-passenger

4. Upgrade the Review Board services on the Review Board Server (server-04).
Before You Begin

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact CollabNet Support to get the

python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/
service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources
yum install teamforge
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5. Upgrade the SCM services on the SCM Server (server-05).
yum install teamforge-scm teamforge-git

6. Upgrade the Code Search service on the Code Search Server (server-06).
yum install teamforge-codesearch

7. Install the Baseline packages on the Baseline Server (server-07).
yum install teamforge-baseline

Set up the site-options.conf File

1. Log on to the TeamForge Database Server (server-02) and set up the site-options.conf file.

IMPORTANT: See Site options change log for a list of site option changes. While upgrading to a
latest TeamForge release, make sure that obsolete site option tokens, if any, are removed from the
site-options.conf file of the TeamForge version you are upgrading to.

vi /opt/collabnet/teamforge/etc/site-options.conf

host:SERVICES Token

server-01:SERVICES=ctfcore search mail etl binary reviewboard-adapter clis
erver webr

server-02:SERVICES=ctfcore-database ctfcore-datamart gerrit-database binar
y-database reviewboard-database webr-database

server-03:SERVICES=eventq rabbitmg mongodb redis
server-04:SERVICES=reviewboard

server-05:SERVICES=subversion cvs gerrit

server-06:SERVICES=codesearch

server-07:SERVICES=baseline baseline-post-install baseline-database

TIP: Remove server-07 in case you are not installing TeamForge Baseline.

host:PUBLIC_FQDN Token

server-01:PUBLIC_FQDN=my.app.domain.com
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NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.

MONGODB_APP_ DATABASE_NAME

Set the MONGODB_APP_DATABASE _NAME token with EventQ’s database name in the site-
options.conf file. Do this if and only if you are upgrading from TeamForge 17.1 or earlier to
TeamForge 17.4 or later.

MONGODB_APP_DATABASE_NAME=orchestrate
Save the site-options.conf file.

For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on):  Site options configuration contd... |

SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.

NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=off is not supported any more. TeamForge provision fails and throws an error, if
SSL is setto of T.

SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
* Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.
* You can also encrypt the data traffic between the application and database servers and between
the ETL and datamart servers in a distributed setup. Use the [DATABASE_SSL]
[siteoptiontokens.htmI#DATABASE_SSL] token to do that. See Encrypt Database Network Traffic.
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Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.

» Setthe REQUIRE_PASSWORD_SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
deletes or expires user accounts immediately. See
PASSWORD_CONTROL_EFFECTIVE_DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:

o MINIMUM PASSWORD LENGTH
o MAX_ PASSWORD LENGTH
o PASSWORD_REQUIRES_NUMBER
- PASSWORD REQUIRES NON_ ALPHANUM
o PASSWORD REQUIRES MIXED CASE
- REQUIRE_PASSWORD SECURITY
o LOGIN_ATTEMPT LOCK
- PASSWORD HISTORY AGE
o ALLOW PASSWORD DICTIONARY WORD
* If the token REQUIRE_RANDOM_ ADMIN_PASSWORD is already set to true, then set the
token ADMIN EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
* If you have LDAP set up for external authentication, you must set the
REQUIRE USER PASSWORD CHANGE site options token to false.
 Verify and update the list of non-expiring TeamForge user accounts (password never expires).
USERS_WITH_NO_EXPIRY_PASSWORD=admin,nobody, system,scmviewer,scmadmin
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Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.

To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE DOWNLOAD MODE.

PostgreSQL Tokens and Settings

Make sure the PostgreSQL tokens in the site-options.conf file are set as recommended in the
following topic: What are the right PostgreSQL settings for my site?

JAVA_ OPTS

Configure the JBOSS_JAVA_OPTS site-options.conf token. See JBOSS JAVA OPTS.

NOTE: All JVM parameters but - Xms1024m and - Xmx2048m have been hard-coded in the
TeamForge core application. You need not manually configure any other parameter (such as
-XX:MaxMetaspaceSize=512m -XX:ReservedCodeCacheSize=128M -server
-XX:+HeapDumpOnOutOfMemoryError -Djsse.enableSNIExtension=false
-Dsun.rmi.dgc.client.gcInterval=600000
-Dsun.rmi.dgc.server.gcInterval=600000) in the site-options.conf file.

TeamForge 18.1 (and later) supports Java 9. As a result of changes to the logging framework in Java 9,
the PrintGCDetails and PrintGCTimeStamps logging options are no longer supported. Remove
these options from the following tokens while upgrading to TeamForge 18.1 or later.

JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS
ETL_JAVA_OPTS
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+ ELASTICSEARCH_JAVA_OPTS

TeamForge provision fails on sites that use these options post upgrade to TeamForge 18.1.

Save the site-options.conf file.

2. Deploy TeamForge and reload the PostgreSQL dump. Do this if and only if you are upgrading from
TeamForge 17.1 or earlier versions (with PostgreSQL 9.3/9.2).

WARNING: You must move the PostgreSQL 9.x directory (mv /var/lib/
pgsgl/9.x /var/lib/pgsqgl/9.x_old) after reloading the database dump, failing which the
teamforge provision command will not be successful.

teamforge deploy
su - postgres
psql < /tmp/backup_dir/teamforge_data_backup.dmp (for TeamForge database)
psql -p 5632 < /tmp/teamforge_reportsdata_backup.dmp (for reporting databa
se)

3. Provision services.
teamforge provision
TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

4. Copy the /opt/collabnet/teamforge/etc/site-options.conf file from the TeamForge
Database Server (server-02) to the /opt/collabnet/teamforge/etc/ directory of all other
servers.

IMPORTANT: Copy the SSL certificate file, SSL chain file, and the TeamForge site’s private RSA
key file from the TeamForge Application Server (from the path as specified in the site-
options.conf tokens SSL CERT FILE, SSL CHAIN FILE, and SSL KEY FILE)to CVS,
Subversion, Gerrit, and Baseline servers.

Provision Services on All the Servers

TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpendDK, the
TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later—and if
found—would error out when you provision TeamForge. You must uninstall Oracle JDK and proceed.
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Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

1. Do this if and only if you have EventQ integration and are upgrading from TeamForge 17.1 or earlier to
TeamForge 19.2.

Copy the /opt/collabnet/rabbitmg/var and /opt/collabnet/mongodb/data directories
to /opt/collabnet/teamforge/var/rabbitmgand /opt/collabnet/teamforge/var/
mongodb directories respectively.

cp -R /opt/collabnet/rabbitmg/var /opt/collabnet/teamforge/var/rabbitmg

cp -R /opt/collabnet/mongodb/data /opt/collabnet/teamforge/var/mongodb
2. Provision services.

teamforge provision

TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

»" You must provision services in a particluar sequence. Usually you start with the Database Server,

followed by the Application Server and then by other servers such as SCM, Review Board, EventQ and Code
Search servers.

" The TeamForge installer derives this sequence from your site-options.conf file and shows you the

order of provisioning servers when you try to provision one of the distributed servers. Follow the exact
sequence as instructed.

Provisioning Sequence without Baseline

Provision the Application Server (server-01)
Provision the SCM server (server-05)
Provision the EventQ Server (server-03)
Provision the Review Board Server (server-04)
Provision the Code Search Server (server-06)

ok wbd-=

Provisioning Sequence with Baseline

1. Provision the Application Server (server-01)
2. Provision the Baseline Server (server-07)
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3. Copy the /opt/collabnet/teamforge/etc/site-options.conf file from the TeamForge
Baseline Server (server-07) to the /opt/collabnet/teamforge/etc/ directory of all other
servers.

Provision the Database Server (server-02) again

Provision the Application Server (server-01) again

Provision the SCM server (server-05)

Provision the EventQ Server (server-03)

Provision the Review Board Server (server-04)

Provision the Code Search Server (server-06)

© ® N O~

Reinitialize TeamForge

1. Reinitialize TeamForge on the Review Board Server.
teamforge reinitialize
2. During teamforge provision, the Register SCM integration process fails on sites that use
self-signed certificates. Perform these steps in such cases.
1. Restart JBoss on the TeamForge Application Server.
teamforge restart -s jboss
2. Reinitialize TeamForge on the SCM Server.
teamforge reinitialize
Do you have Git and other SCM tools (SVN and CVS) on two separate servers?
Git and other SCM tools (SVN and CVS) are typically installed on a separate server dedicated for
SCM. However, if you have Git and SCM (SVN and CVS) on two separate servers, restart Jboss on the
TeamForge Application Server and reinitialize TeamForge on the SCM Server (SVN and CVS) as
discussed earlier. In addition, you must also restart TeamForge on the Git Server.

Restart TeamForge on the Git Server: teamforge restart

Finishing Tasks

1. Runthe /var/lib/pgsqgl/analyze_new_cluster. sh script. This is required if and only if you are
upgrading from TeamForge 17.1 (or earlier) to TeamForge 17.8 (or later).
su - postgres -c "/var/lib/pgsql/analyze_new_cluster.sh"

2. If you have CVS integrations, synchronize permissions post upgrade. See Synchronize TeamForge

Source Control Integrations.
3. Verify TeamForge upgrade.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
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* Username: admin
» Password: admin
3. If your site has custom branding, verify that your branding changes still work as intended. See
Customize TeamForge.
4. Let your site’s users know they’ve been upgraded. See Create a Site-wide Broadcast.

Post Upgrade Tasks

* Run TeamForge in SELinux enabled Mode

Add EventQ to Existing Projects

» Users are not getting email notifications for review requests and reviews. What should | do?
* Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker

Also See...

» FAQs on Install / Upgrade / Administration
» TeamForge upgrade fails when migrating Baseline database to the latest schema. What should | do?

[I:

1. It's highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. [

2. Synchronizes the user information between the baseline database and TeamForge database. [I
3. reviewboard-adapter must always be installed on the TeamForge Application Server. [

4. TeamForge Baseline, if installed, requires TeamForge Webhooks-based Event Broker. [I

Distributed setup with TeamForge, Oracle Database (including Datamart) and EventQ installed on separate
servers.

«" In this setup, TeamForge, Oracle database and other services are distributed across three servers,
server-01 through server-03 as illustrated in the following table.

»" You can install TeamForge on both RHEL/CentOS 7.6 and 6.10. In this distributed setup, all the following
services are installed on RHEL/CentOS 7.6 servers.

server-01 server-02 server-03
TeamForge Application Server Oracle Database Server EventQ Server
ctfcore ctfcore-database eventq
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server-01

TeamForge Application Server
mail

etl

search

codesearch

gerrit

gerrit-database
subversion

cvs

reviewboard
reviewboard-database
reviewboard-adapter.
binary
binary-database

cliserver

Dos and Don’ts

server-02

Oracle Database Server

ctfcore-datamart

server-03
EventQ Server
rabbitmqg

mongodb

redis

Here’s a list of dos, don’ts and points to remember when you install or upgrade TeamForge.

Click to Show/Hide |

Dos

* Understand TeamForge installation requirements and plan your installation or upgrade.
» Get your TeamForge license key and keep it handy.
« Verify your basic networking setup before installing or upgrading TeamForge. See Set Up Networking

for TeamForge.

» Look for new or modified site-options.conf tokens and update your site-options.conf file

as required during the upgrade process. See Site Options Change Log.
» Set up a TeamForge Stage Server before you upgrade your Production Server.

» Stop TeamForge services on all servers in a distributed setup while upgrading to TeamForge 19.2.
+ Uninstall hot fixes and add-ons, if any, before you start the TeamForge 19.2 upgrade procedure.
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» As a result of changes to the logging framework in Java 9, the PrintGCDetails and
PrintGCTimeStamps logging options are no longer supported. Remove these options from the
following tokens while upgrading to TeamForge 18.1 or later. TeamForge provision fails otherwise.

o

JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS

o ETL_JAVA_OPTS
ELASTICSEARCH_JAVA_OPTS

o

o

o

» TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK,
the TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later
—and if found—would error out when you provision TeamForge. You must uninstall Oracle JDK and
proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

Don'ts

* Do not customize your operating system installation. Select only the default packages list.

» While upgrading TeamForge, whether in place or on new hardware, always reuse the old site-
options.confT file and make changes as necessary. Do not try to start with a new site-
options.conf file. Reusing the old site-options.conf avoids many potential problems,
particularly around the management of usernames and passwords.

* Do not manually modify TeamForge-managed site option tokens such as the AUTO_DATA token. See
AUTO_ DATA for more information.

* If you are creating symlinks, note that you must create symlinks only to the TeamForge data directory
(/opt/collabnet/teamforge/var). You should not create symlinks to TeamForge application
directories (such as /opt/collabnet).

Points to Remember

« Installing or upgrading TeamForge needs root privileges. You must log on as root or use a root shell to
install or upgrade TeamForge.
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+ SSL is enabled by default and a self-signed certificate is auto-generated. However, you can use a few
site-options.conf tokens to adjust this behavior. To generate the SSL certificates, see Generate
SSL Certificates.

» For the ETL service to run as expected in a distributed TeamForge installation, all servers must have
the same time zone.

« If you have Git integration on a separate server, both TeamForge and Git servers must have their time
and date synchronized. Similarly, if Subversion is on a separate server, both TeamForge and
Subversion servers must have their time and date synchronized.

» While you can run both EventQ and TeamForge on the same server, CollabNet recommends such an
approach only for testing purposes. It's always recommended to run EventQ on a separate server for
optimal scalability.

* It’s highly recommended that you install the TeamForge Baseline services on a separate server as the
baselining process can consume considerable CPU and database resources. For more information,
see Install TeamForge in a Distributed Setup.

* No backup is required for same hardware upgrades. However, you can create a backup as a measure
of caution. See Back up and Restore TeamForge for more information.

» Always use compatible JDBC drivers meant for specific database versions. See JDBC Drivers
Reference for more information. Also see: Why do ETL jobs fail post TeamForge upgrade?

* You can run the initial load job any time after the installation of TeamForge. We recommend that you
run it before you hand over the site to the users. For more information, see ETL Initial Load Jobs.

+ SOAP50 APIs and event handlers are no longer supported in TeamForge 16.10 and later. Use the
latest TeamForge SOAP/REST APlIs.

» TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create

runtime (teamforge provision) fails otherwise.

+ Installing TeamForge with service-specific FQDNs (instead of machine-specific host/domain names) is
highly recommended so that you will be able to change the system landscape at a later point in time
without having any impact on the URLSs (in other words, end users do not have to notice or change
anything). For example, you can create FQDNSs specifically for services such as Subversion, Git, mail,
Codesearch and so on. For more information, see Service-specific FQDNs.

+ All such service-specific FQDNs must belong to a single sub domain and it is recommended to create a
new sub domain for TeamForge.

* If you are using service-specific FQDNs

o A wildcard SSL cert is required. SNI SSL cert cannot be used.

o When SSL is enabled and no custom SSL certificates are provided, a self-signed wildcard cert is
generated for the sub domain.

o When SSL is enabled and a custom SSL certificate is provided, the CN of the certificate is
verified to be a wildcard CN.

* You cannot have a separate PUBLIC_FQDN for EventQ.
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» The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same
server is being deprecated in TeamForge 17.11. If you have TeamForge database and datamart on
separate PostgreSQL instances on the same server and if you are upgrading on a new hardware, you
must Create a Single Cluster for Both Database and Datamart while upgrading to TeamForge 17.11 or
later.

» While upgrading TeamForge-Git integration servers, it is important that Git master and slave servers
are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica Servers, you
must upgrade the Git Replica Servers first and then upgrade the master Git servers.

* EventQ is not installed by default when you install TeamForge 19.0 or later. However, you can install
EventQ separately, if required. EventQ installation instructions are included in the TeamForge
installation/upgrade instructions, which you can ignore if EventQ is not required for you.

* You must have adequate disk space (proportionate to your site’s data volume) to ensure a successful
historical data migration while upgrading from TeamForge 17.1 or earlier to TeamForge 19.2. You can
reclaim the additional disk space after the first successful ETL incremental run, if required.

One-hop Upgrade Compatibility

Though the TeamForge 19.2 installer supports one-hop upgrade from TeamForge 18.2 or later versions,
TeamForge 19.2 upgrade instructions, in general, are for upgrading from TeamForge 19.1 (including update
releases, if any) to TeamForge 19.2.

There is no support for one-hop upgrade from TeamForge 18.1 or earlier to TeamForge 19.2. You must
upgrade your site to TeamForge 18.2 or later and then upgrade to TeamForge 19.2.

Before You Begin
Do this before you stop TeamForge while upgrading to TeamForge 18.2 or later versions.

Get value of SUBVERSION_REPOSITORY_BASE from the /opt/collabnet/teamforge/runtime/
conf/runtime-options.conf file of your existing TeamForge server and run the following command:

chmod -R 775 $SUBVERSION_REPOSITORY_BASE
Where $SUBVERSION_REPOSITORY_BASE is the path tp the /svnroot directory.

This is required to work around the unusually long time taken to migrate the Subversion data during the first
run of the teamforge provision command.

Back up Your Oracle Database

» See Oracle Database Backup and Recovery User’s Guide

» See Oracle Database Backup and Recovery FAQ
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Uninstall Custom Event Handlers, Hot Fixes and
Add-ons

Log on to the TeamForge Application Server.

1. SOAP 50 is no longer supported. Back up all your custom event handlers and remove all the event
handler JAR files before starting your TeamForge upgrade process.

. Go to My Workspace > Admin.

2. Click System Tools from the Projects menu.

3. Click Customizations.

4. Select the custom event handler and click Delete.

—_

TIP: Post upgrade, you can add custom event handlers again from the backup while making
sure that you don’t have SOAP50 (deprecated) library used.

2. Uninstall hotfixes and add-ons, if any, installed on your site.

Uninstall Review Board

1. Log on to the TeamForge Application Server and uninstall Review Board.
cd
python ./install.py -u

yum upgrade

1. Stop TeamForge.

IMPORTANT: Stop TeamForge on all the servers in a distributed setup.

* If you are upgarding from TeamForge 16.7 or earlier releases:
/etc/init.d/collabnet stop

* If you are upgrading from TeamForge 16.10, 17.1, or 17.4 releases:
/opt/collabnet/teamforge/bin/teamforge stop

* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop

2. Log on to the EventQ Server. Stop EventQ.
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* If you are upgrading from TeamForge 16.3:
/etc/init.d/orchestrate stop

* If you are upgrading from TeamForge 16.7, 16.10, or 17.1 release:
/etc/init.d/eventq stop
/etc/init.d/collabnet-rabbitmg-server stop
/etc/init.d/collabnet-mongod stop

* If you are upgrading from TeamForge 17.4 release:
/opt/collabnet/teamforge/bin/teamforge stop

* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop

3. Upgrade the operating system packages.

yum upgrade

NOTE: Run yum upgrade on all the servers.

Configure the TeamForge Installation Repository

1. Configure the TeamForge installation repository. |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.

yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm
3. Refresh your repository cache.

yum clean all
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TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.

* RHEL/CentOS 6.10 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel6.x86_64.rpm

* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm

* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -Uvh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.
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cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr

Upgrade the TeamForge Services

1. Upgrade the TeamForge and Review Board application services on the TeamForge Application Server
(server-01).
yum install teamforge
Before You Begin

If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact CollabNet Support to get the
python-modules-sources-el6.zip file and unzip itto /opt/collabnet/teamforge/

service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources

2. There is no need to upgrade EventQ in case you are upgrading from TeamForge 18.3 to TeamForge
19.0 (or later).

Upgrade the EventQ services on the EventQ Server (server-03) if you are upgrading from TeamForge
18.2 or earlier to TeamForge 19.0 (or later).
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* If you are running on RHEL/CentOS 6.x:
yum install teamforge-eventq CN-eventq CN-eventg-runtime CN-mongodb CN
-rabbitmg collabnet-nginx collabnet-passenger

* If you are running on RHEL/CentOS 7.x:
yum erase teamforge-eventq
yum install CN-eventq CN-eventg-runtime CN-mongodb CN-rabbitmg collabn
et-nginx collabnet-passenger

Back up the TeamForge Data Directories

On sites running TeamForge 16.7 or earlier versions:

1. Back up the following data directories.

TIP: In a distributed setup, you must backup specific directories such as /svnroot and /
cvsroot from the server that hosts those SCM services.

Directory Contents

/opt/collabnet/teamforge/var User-created data, such as artifact attachments
/opt/collabnet/reviewboard Review Board data

/svnroot Subversion source code repositories

/sf-svnroot Subversion repository for branding data

/cvsroot CVS source code repositories (required only if you have CVS)
[gitroot Git source code repositories

cp -Rpf /svnroot /sf-svnroot /cvsroot /gitroot /opt/collabnet/teamforge/va
r /opt/collabnet/reviewboard /tmp/backup_dir
2. Back up the /opt/collabnet/gerrit directory if you have Git integration.

TIP: Do this on the server that hosts the TeamForge-Git integration services.

mkdir /tmp/backup_dir/gerrit

cp -Rpfv /gitroot /tmp/backup_dir

cp -Rpfv /opt/collabnet/gerrit/ /tmp/backup_dir/gerrit
3. Back up the EventQ YAML files and directories if you have EventQ installed.
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TIP: Do this on the server that hosts TeamForge EventQ services.

cp -Rpfv /opt/collabnet/eventq/config/*.yml /opt/collabnet/mongodb /opt/co
llabnet/rabbitmg /tmp/backup_dir

On sites running TeamForge 16.10 or later versions:

1. Back up the /opt/collabnet/teamforge/var directory.

TIP: Do this on both the TeamForge Application and Database servers in case you have them
running on two separate servers.

mkdir -p /tmp/backup_dir

cp -Rpfv /opt/collabnet/teamforge/var /tmp/backup_dir
2. Back up the /opt/collabnet/gerrit directory if you have Git integration.

TIP: Do this on the server that hosts the TeamForge-Git integration services.
mkdir /tmp/backup_dir/gerrit

cp -Rpfv /opt/collabnet/gerrit/ /tmp/backup_dir/gerrit
3. Back up the EventQ YAML files and directories if you have EventQ installed.

TIP: Do this on the server that hosts TeamForge EventQ services.

cp -Rpfv /opt/collabnet/eventq/config/#*.yml /opt/collabnet/mongodb /opt/co
llabnet/rabbitmg /tmp/backup_dir

Back up and Restore Review Board Database and
Data Directories

See Back up and Restore Review Board Database and Data Directories
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Set up the site-options.conf File and Provision
Services

1. Log on to the TeamForge Application Server (server-01), set up the site-options.conf file, and

provision the services.
vi /opt/collabnet/teamforge/etc/site-options.conf

host:SERVICES Token

server-01:SERVICES=ctfcore mail etl search subversion cvs codesearch clise
rver gerrit gerrit-database binary binary-database reviewboard reviewboar
d-database reviewboard-adapter cliserver
server-02:SERVICES=ctfcore-database ctfcore-datamart
server-03:SERVICES=eventq mongodb redis rabbitmqg

host:PUBLIC_FQDN Token

server-01:PUBLIC_FQDN=my.app.domain.com

NOTE: You cannot have a separate PUBLIC_FQDN for EventQ.

Configure the Oracle Database Tokens

Configure the Oracle database name, usernames and passwords as configured on the Oracle
Database Server.

» Database type is oracle (DATABASE_TYPE=oracle)
+ Database service name is the host name of the Oracle Database Server (for example,
DATABASE _SERVICE_NAME=cu349.maa.collab.net)
* Reports database service name is the host name of the server where the datamart is (for
example, REPORTS_DATABASE_SERVICE_NAME=cu349.maa.collab.net)
DATABASE_TYPE=oracle

# Adjust usernames/passwords to match what has been configured on the data
base server.
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DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ct fpwd
DATABASE_READ_ONLY_USER=ctfrouser
DATABASE_READ_ONLY_PASSWORD=ct fropwd
DATABASE_NAME=orcl

DATABASE _SERVICE_NAME=

# Adjust usernames/passwords to match what has been configured on the data
base server.

REPORTS_DATABASE_USERNAME=ctfrptuser

REPORTS_DATABASE_PASSWORD=ctfrptpwd

REPORTS_DATABASE_NAME=orcl

REPORTS_DATABASE_READ_ONLY_USER=ctfrptrouser
REPORTS_DATABASE_READ_ONLY_PASSWORD=ctfrptropwd
REPORTS_DATABASE_SERVICE_NAME=

Save the site-options.conf file.

For further customization of your site configuration (SSL settings, password policy settings,
PostgreSQL settings, LDAP settings and so on): ~ Site options configuration contd... |

SSL Tokens

SSL is enabled by default and a self-signed certificate is auto-generated. Use the following tokens to
adjust this behavior.

NOTE: TeamForge runs only with SSL from TeamForge 19.2. Hence the site-options.conf
token option SSL=0off is not supported any more. TeamForge provision fails and throws an error, if
SSL is set to of f.

SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=
» To generate the SSL certificates, see Generate SSL certificates.
* Have the custom SSL certificate and private key for custom SSL certificate in place and provide
their absolute paths in these tokens. SSL_CHAIN_FILE (intermediate certificate) is optional.
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Password Tokens

» TeamForge 7.1 and later support automatic password creation. See AUTO DATA for more
information.

» Setthe REQUIRE_PASSWORD_SECURITY token to true to enforce password security policy
for the site.

If the token REQUIRE PASSWORD SECURITY is enabled, then set a value for the token,
PASSWORD CONTROL EFFECTIVE DATE.

WARNING: The Password Control Kit (PCK) disables, deletes or expires user accounts that
don’t meet the password security requirements starting from the date set for the
PASSWORD_CONTROL _EFFECTIVE_DATE token. If a date is not set, the PCK disables,
deletes or expires user accounts immediately. See
PASSWORD_CONTROL_EFFECTIVE_DATE for more information.

You can also set the following tokens to enforce a more stricter password policy:

o MINIMUM PASSWORD LENGTH
o MAX_ PASSWORD LENGTH
o PASSWORD_REQUIRES_NUMBER
- PASSWORD REQUIRES NON_ ALPHANUM
o PASSWORD REQUIRES MIXED CASE
- REQUIRE_PASSWORD SECURITY
o LOGIN_ATTEMPT LOCK
- PASSWORD HISTORY AGE
o ALLOW PASSWORD DICTIONARY WORD
* If the token REQUIRE_RANDOM_ ADMIN_PASSWORD is already set to true, then set the
token ADMIN EMAIL with a valid email address.
ADMIN_EMAIL=roota{__APPLICATION_HOST__}
* If you have LDAP set up for external authentication, you must set the
REQUIRE USER PASSWORD CHANGE site options token to false.

©2024 Digital.ai Inc. All rights reserved Page 178



dlg't@l.@l TeamForge 19.2

Prevent Cross-site Scripting

An attacker could potentially upload an HTML page to TeamForge that contains active code, such as
JavaScript. This active code would then be executed by clients’ browsers when they view the page,
which can harm the system.

To prevent an attack of this sort, you can specify whether or not HTML code is displayed in TeamForge.
This flag applies to all documents, tracker, task, and forum attachments, and files in the file release
system.

Set the SAFE_DOWNLOAD_MODE token according to your requirements. For more information, see
SAFE DOWNLOAD MODE.

JAVA_OPTS

Configure the JBOSS_JAVA_OPTS site-options.conf token. See JBOSS JAVA OPTS.

NOTE: All JVM parameters but -Xms1024m and - Xmx2048m have been hard-coded in the
TeamForge core application. You need not manually configure any other parameter (such as
-XX:MaxMetaspaceSize=512m -XX:ReservedCodeCacheSize=128M -server
-XX:+HeapDumpOnOutOfMemoryError -Djsse.enableSNIExtension=false
-Dsun.rmi.dgc.client.gcInterval=600000
-Dsun.rmi.dgc.server.gcInterval=600000) in the site-options.conf file.

TeamForge 18.1 (and later) supports Java 9. As a result of changes to the logging framework in Java 9,
the PrintGCDetails and PrintGCTimeStamps logging options are no longer supported. Remove
these options from the following tokens while upgrading to TeamForge 18.1 or later.

. JBOSS_JAVA OPTS
PHOENIX_JAVA_OPTS
INTEGRATION_JAVA_OPTS
ETL_JAVA_OPTS
ELASTICSEARCH_JAVA OPTS

TeamForge provision fails on sites that use these options post upgrade to TeamForge 18.1.
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Save the site-options.conf file.

TeamForge 16.10 and earlier versions use Oracle JDK. As TeamForge 19.2 and later use OpenJDK, the
TeamForge installer checks if Oracle JDK is present when you upgrade to TeamForge 19.2 or later—and if
found—would error out when you provision TeamForge. You must uninstall Oracle JDK and proceed.

Run the following command to uninstall Oracle JDK:

rpm -e jdk1.8.0_74-1.8.0_74-fcs.x86_64

1. Provision services.
teamforge provision

TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

Set up the EventQ Server (server-03)

Log on to the EventQ Server (server-03), set up the site-options.conf file, and provision the services.

1. Copy the /opt/collabnet/teamforge/etc/site-options.conf file from the TeamForge
Application Server to the EventQ Server’'s /opt/collabnet/teamforge/etc/ directory.

2. Provision services.

teamforge provision
TeamForge 19.2 installer expects the system locale to be LANG=en_US.UTF-8. TeamForge create
runtime (teamforge provision) fails otherwise.

Verify TeamForge Upgrade

1. Verify TeamForge upgrade.
1. Reboot the server and make sure all services come up automatically at startup.
2. Log on to the TeamForge web application using the default Admin credentials.
* Username: admin
* Password: admin
3. If your site has custom branding, verify that your branding changes still work as intended. See
Customize TeamForge.

4. Let your site’s users know they’ve been upgraded. See Create a Site-wide Broadcast.
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Post Upgrade Tasks

* Run TeamForge in SELinux enabled Mode

Add EventQ to Existing Projects

» Users are not getting email notifications for review requests and reviews. What should | do?
Integrate Jenkins, JIRA, and TestLink using the TeamForge Webhooks-based Event Broker

Also See...

* FAQs on Install / Upgrade / Administration
» TeamForge upgrade fails when migrating Baseline database to the latest schema. What should | do?

[I:
1. reviewboard-adapter must always be installed on the TeamForge Application Server. [I

The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same server
has been deprecated in TeamForge 17.11.

The ability to run separate PostgreSQL instances for TeamForge database and datamart on the same server
has been deprecated in TeamForge 17.11. In addition, the REPORTS_DATABASE _PORT token has been
deprecated in TeamForge 18.3. If you have the TeamForge database and datamart on separate PostgreSQL
instances on the same server, follow these instructions to create a dump of both the database and datamart
and load them into one PostgreSQL instance on the same server.

» During TeamForge installation, the REPORTS_DATABASE_PORT token should no longer be used to
assign a separate port for datamart.

* If you have the TeamForge database and datamart running on separate PostgreSQL instances on the
same server, create a dump of both the database and datamart and load them into the same
PostgreSQL instance.

NOTE: The following instructions assume that you are upgrading from TeamForge 17.8 (with database
and datamart on separate ports) to TeamForge 18.3 (or later) on a new hardware.

1. Do this on the existing TeamForge Application Server where the database and datamart runs on two
separate ports.
1. Make a dump file of your site database.
su - postgres
/usr/bin/pg_dumpall > /var/lib/pgsql/9.x/backups/teamforge_data_backup
.dmp
exit
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mkdir /tmp/backup_dir
cp /var/lib/pgsql/9.x/backups/teamforge_data_backup.dmp /tmp/backup_di
r/
2. Make a dump of your datamart.
/usr/bin/pg_dumpall -p <reports_database_port> > /var/lib/pgsql/9.x/ba
ckups/teamforge_reporting_data_backup.dmp
2. Do this on the new TeamForge server.

1. Recreate the runtime environment (do not provision TeamForge directly).

WARNING: You must move the PostgreSQL 9.x directory (mv /var/lib/
pgsgl/9.x /var/lib/pgsql/9.x_old) after reloading the database dump, failing
which the teamforge provision command will not be successful.

teamforge deploy

2. Reload the site database.
su - postgres
/usr/bin/psgl < /tmp/backup_dir/teamforge_data_backup.dmp
exit

3. Reload the datamart.
su - postgres -c "/usr/bin/psql -p <reports_database_port> < /tmp/back
up_dir/teamforge_reporting_data_backup.dmp"”

3. Provision services.
teamforge provision

[I:

Save a copy of your TeamForge site's data to a location from where you can quickly retrieve it to your
TeamForge site.
Before You Begin

» The following instructions, though applicable in general to any PostgreSQL version, assume that you
run a TeamForge version that runs on PostgreSQL 9.6, which you want to back up. Replace 9.6 with
the PostgreSQL version you run, if required.

* If you are upgrading by installing TeamForge 19.2 on new hardware, then you'll need the backed-up
site data to complete the upgrade.

* If you are upgrading your site on the same hardware, then you won'’t need to back up but you should
create a backup anyway, as a measure of caution.
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Back up and Restore TeamForge Database, Data
Directories and site-options.conf

1. Log on to the TeamForge server that you want to back up.

2. SOAP 50 is no longer supported. Back up all your custom event handlers and remove all the event
handler JAR files before starting your TeamForge upgrade process.

TIP: Do this on the TeamForge Application Server.

1. Go to My Workspace > Admin.

2. Click System Tools from the Projects menu.

3. Click Customizations.

4. Select the custom event handler and click Delete.

TIP: Post upgrade, you can add custom event handlers again from the backup while making
sure that you don’t have SOAP50 (deprecated) library used.

3. Stop TeamForge.

IMPORTANT: Stop TeamForge on all the servers in a distributed setup.

* If you are upgarding from TeamForge 16.7 or earlier releases:
/etc/init.d/collabnet stop

* If you are upgrading from TeamForge 16.10, 17.1, or 17.4 releases:
/opt/collabnet/teamforge/bin/teamforge stop

* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop

4. Stop EventQ.

* If you are upgrading from TeamForge 16.3:
/etc/init.d/orchestrate stop

* If you are upgrading from TeamForge 16.7, 16.10, or 17.1 release:
/etc/init.d/eventq stop
/etc/init.d/collabnet-rabbitmg-server stop
/etc/init.d/collabnet-mongod stop

* If you are upgrading from TeamForge 17.4 release:

©2024 Digital.ai Inc. All rights reserved Page 183



dlg't@l.@l TeamForge 19.2

/opt/collabnet/teamforge/bin/teamforge stop
* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop

5. Back up your site data.
On sites running TeamForge 17.1 or earlier versions (with PostgreSQL 9.3/9.2):
1. Create a dump of your site’s database.
PostgreSQL 9.3:

su - postgres

/usr/bin/pg_dumpall > /opt/collabnet/teamforge/var/pgsql/9.3/backups/t
eamforge_data_backup.dmp

exit

mkdir /tmp/backup_dir

cp /opt/collabnet/teamforge/var/pgsql/9.3/backups/teamforge_data_backu
p.dmp /tmp/backup_dir/

PostgreSQL 9.2:

su - postgres

/usr/bin/pg_dumpall > /opt/collabnet/teamforge/var/pgsql/9.2/backups/t
eamforge_data_backup.dmp

exit

mkdir /tmp/backup_dir

cp /opt/collabnet/teamforge/var/pgsql/9.2/backups/teamforge_data_backu
p.dmp /tmp/backup_dir/

On sites running TeamForge 16.7 or earlier versions:

1. Back up your site database.
TIP: Do this on the server that hosts the TeamForge database and datamart services.
mkdir -p /tmp/backup_dir
cd /var/lib

tar -zcvf /tmp/backup_dir/pgsqgl.tgz pgsql/9.3
2. Back up the following data directories.
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TIP: In a distributed setup, you must backup specific directories such as /svnroot and /
cvsroot from the server that hosts those SCM services.

Directory Contents

/opt/collabnet/teamforge/var User-created data, such as artifact attachments
/opt/collabnet/reviewboard Review Board data

/svnroot Subversion source code repositories

/sf-svnroot Subversion repository for branding data

/cvsroot CVS source code repositories (required only if you have CVS)
/gitroot Git source code repositories

cp -Rpf /svnroot /sf-svnroot /cvsroot /gitroot /opt/collabnet/teamforg
e/var /opt/collabnet/reviewboard /tmp/backup_dir
3. Back up the /opt/collabnet/gerrit directory if you have Git integration.

TIP: Do this on the server that hosts the TeamForge-Git integration services.

mkdir /tmp/backup_dir/gerrit

cp -Rpfv /gitroot /tmp/backup_dir

cp -Rpfv /opt/collabnet/gerrit/ /tmp/backup_dir/gerrit
4. Back up the EventQ YAML files and directories if you have EventQ installed.

TIP: Do this on the server that hosts TeamForge EventQ services.

cp -Rpfv /opt/collabnet/eventqg/config/*.yml /opt/collabnet/mongodb /op
t/collabnet/rabbitmqg /tmp/backup_dir

5. Compress your backed up data.
cd /tmp
tar czvf backup.tgz backup_dir

On sites running TeamForge 16.10 or later versions:

1. Back up the /opt/collabnet/teamforge/var directory.

TIP: Do this on both the TeamForge Application and Database servers in case you have
them running on two separate servers.
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mkdir -p /tmp/backup_dir
cp -Rpfv /opt/collabnet/teamforge/var /tmp/backup_dir
2. Back up the /opt/collabnet/gerrit directory if you have Git integration.

TIP: Do this on the server that hosts the TeamForge-Git integration services.

mkdir /tmp/backup_dir/gerrit
cp -Rpfv /opt/collabnet/gerrit/ /tmp/backup_dir/gerrit
3. Back up the EventQ YAML files and directories if you have EventQ installed.

TIP: Do this on the server that hosts TeamForge EventQ services.

cp -Rpfv /opt/collabnet/eventq/config/*.yml /opt/collabnet/mongodb /op
t/collabnet/rabbitmqg /tmp/backup_dir
4. Compress your backup data.
cd /tmp
tar czvf backup.tgz backup_dir

6. Back up your SSH keys, if any.
7. Back up your SSL certificates and keys, if any.

8. If you are upgrading TeamForge on new hardware, copy the backed up data and the site-
options.conf file to the new server.
scp /tmp/backup.tgz usernameanewbox:/tmp
scp /opt/collabnet/teamforge/etc/site-options.conf usernameanewbox:/tmp

9. Restore TeamForge data.
If you are upgrading from TeamForge 16.7 or earlier versions:

1. Log on to the server where you want to restore the data and unpack the backup . tgz file.
cd /tmp
tar xzvf backup.tgz
2. Restore the database and data directories.
cd /opt/collabnet/teamforge/
mkdir var
cd var
tar zvxf /tmp/backup_dir/pgsql.tgz
cp -Rpfv /tmp/backup_dir/svnroot /svnroot
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cp -Rpfv /tmp/backup_dir/cvsroot /cvsroot
cp -Rpfv /tmp/backup_dir/sf-svnroot /sf-svnroot
cp -Rpfv /tmp/backup_dir/var /opt/collabnet/teamforge/
3. Restore the Git data directories on the server that hosts TeamForge-Git integration.
cp -Rpfv /tmp/backup_dir/gitroot /gitroot
cp -Rpfv /tmp/backup_dir/gerrit/gerrit/etc /opt/collabnet/gerrit
cp -Rpf /tmp/backup_dir/gerrit/gerrit/.ssh /opt/collabnet/gerrit
cp -Rpf /tmp/backup_dir/gerrit/gerrit/bin /opt/collabnet/gerrit
cp -Rpf /tmp/backup_dir/gerrit/gerrit/index /opt/collabnet/gerrit
4. Restore the EventQ YAML files and data directories on the server that hosts EventQ.
yes | cp -Rf /tmp/backup_dir/*.yml /opt/collabnet/eventq/config/
yes | cp -Rf /tmp/backup_dir/mongodb /opt/collabnet
yes | cp -Rf /tmp/backup_dir/rabbitmqg /opt/collabnet

If you are upgrading from TeamForge 16.10, TeamForge 17.1, or TeamForge 17.4:

1. Log on to the server where you want to restore the data and unpack the backup . tgz file.
cd /tmp
tar xzvf backup.tgz
2. Restore the database and data directories.
cp -Rpfv /tmp/backup_dir/var /opt/collabnet/teamforge/
3. Restore the Git data directories on the server that hosts TeamForge-Git integration.
cp -Rpfv /tmp/backup_dir/gerrit/gerrit/etc /opt/collabnet/gerrit
cp -Rpf /tmp/backup_dir/gerrit/gerrit/.ssh /opt/collabnet/gerrit
cp -Rpf /tmp/backup_dir/gerrit/gerrit/bin /opt/collabnet/gerrit
cp -Rpf /tmp/backup_dir/gerrit/gerrit/index /opt/collabnet/gerrit
4. Restore the EventQ YAML files and data directories on the server that hosts EventQ.
yes | cp -Rf /tmp/backup_dir/#*.yml /opt/collabnet/eventq/config/
yes | cp -Rf /tmp/backup_dir/mongodb /opt/collabnet
yes | cp -Rf /tmp/backup_dir/rabbitmqg /opt/collabnet

If you are upgrading from TeamForge 17.8 or later versions:

1. Log on to the server where you want to restore the data and unpack the backup . tgz file.
cd /tmp
tar xzvf backup.tgz

2. Restore the database and data directories.
cp -Rpfv /tmp/backup_dir/var /opt/collabnet/teamforge/

3. Restore the Git data directories on the server that hosts TeamForge-Git integration.
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cp -Rpfv /tmp/backup_dir/gerrit/gerrit/etc /opt/collabnet/gerrit
cp -Rpf /tmp/backup_dir/gerrit/gerrit/.ssh /opt/collabnet/gerrit
cp -Rpf /tmp/backup_dir/gerrit/gerrit/bin /opt/collabnet/gerrit

cp -Rpf /tmp/backup_dir/gerrit/gerrit/index /opt/collabnet/gerrit

mv /opt/collabnet/gerrit/box-<gerrit source server hostname> /opt/coll
abnet/gerrit/box-<TeamForge 19.1 gerrit server hostname>

here, <gerrit source server hostname> refers to the hostname of the server on which
gerrit was hosted.

4. Restore the EventQ YAML files and data directories on the server that hosts EventQ.
yes | cp -Rf /tmp/backup_dir/*.yml /opt/collabnet/eventq/config/
yes | cp -Rf /tmp/backup_dir/mongodb /opt/collabnet
yes | cp -Rf /tmp/backup_dir/rabbitmg /opt/collabnet

Back up and Restore Review Board Database and
Data Directories

The Review Board database should have been backed up already when you backed up TeamForge. So, it is
not necessary to take a back up of the Review Board database again.

In case you have Review Board on a separate server outside of the TeamForge Application Server, you must
back up the /opt/collabnet/teamforge/var/pgsql directory from the Review Board Server that
hosts the Review Board database service (reviewboard-database).

mkdir -p /tmp/backup_dir
cd /opt/collabnet/teamforge/var
tar -zcvf /tmp/backup_dir/reviewboard_pgsqgl.tgz pgsql/9.3

Copy the /tmp/reviewboard_pgsql . tgz file to the /tmp directory of the new server if you are
upgrading Review Board on a new hardware.

scp /tmp/reviewboard_pgsqgl.tgz usernameanewRBbox:/tmp

TIP: The default Review Board data directory has been changed from /opt/collabnet/
reviewboard/datato /opt/collabnet/teamforge/var/reviewboard/data in TeamForge
17.4.
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Are You Upgrading from TeamForge 17.1 or Earlier to
TeamForge 17.4 or Later?

If you are upgrading from TeamForge 17.1 or earlier to TeamForge 17.4 or later, regardless of whether you
upgrade Review Board on the same or new hardware, you must back up your Review Board data directory
from /opt/collabnet/reviewboard/data and restoreitto /opt/collabnet/teamforge/var/
reviewboard/data.

1. Back up the Review Board data directory.
cd /opt/collabnet
tar -zcvf /tmp/reviewboard_data.tgz reviewboard
2. Copy the /tmp/reviewboard_data.tgz file to the /tmp directory of the new server if you are

upgrading Review Board on a new hardware.
scp /tmp/reviewboard_data.tgz usernameanewRBbox:/tmp

Are You Upgrading from TeamForge 17.4 to TeamForge
17.8 or Later?

1. Back up the Review Board data directory.
cd /opt/collabnet/teamforge/var
tar -zcvf /tmp/reviewboard_data.tgz reviewboard

TIP: If you are upgrading from TeamForge 17.4 (or later), the /opt/collabnet/
teamforge/var directory would have been backed up already as part of your TeamForge
upgrade process, in which case you can skip backing up the /opt/collabnet/
teamforge/var directory again.

2. Copy the /tmp/reviewboard_data. tgz file to the /tmp directory of the new server where you
plan to have Review Board.

Restore Review Board Data

1. Restore the Rveiew Board database (on the new server where you plan to have the Review Board
database)

cd /opt/collabnet/teamforge/var/
tar -zxvf /tmp/reviewboard_pgsqgl.tgz
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2. Restore the Review Board data directories (on the new server where you plan to have Review Board).

»" The default Review Board data directory has been changed from /opt/collabnet/
reviewboard/datato /opt/collabnet/teamforge/var/reviewboard/data in TeamForge
17.4. If you are upgrading from TeamForge 17.1 or earlier to TeamForge 17.4 or later, regardless of
whether you upgrade Review Board on the same or new hardware, you must back up your Review
Board data directory from /opt/collabnet/reviewboard/data and restore it to /opt/
collabnet/teamforge/var/reviewboard/data.

»" If you are upgrading from TeamForge 17.4 (or later), the /opt/collabnet/teamforge/var
directory would have been restored already as part of your TeamForge upgrade process, in which case
you can skip restoring the /opt/collabnet/teamforge/var directory again.

»" If you are upgrading on a new hardware, ensure that you have already copied the backup of the
Review Board data directory to the /tmp directory of the new server.

cd /opt/collabnet/teamforge/var/

tar -zxvf /tmp/reviewboard_data.tgz

Create a TeamForge Database Dump

1. Run the following commands to create a dump file of your site’s database. Do this on your database
server in case you have your database running on a separate server.

NOTE: These commands are for a PostgreSQL database, which is the default. If your site uses an
Oracle database, follow the Oracle Backup Procedure instead.

* On sites running TeamForge 16.7 or earlier versions:

su - postgres

/usr/bin/pg_dumpall > /opt/collabnet/teamforge/var/pgsql/9.3/backups/t
eamforge_data_backup.dmp

exit

mkdir /tmp/backup_dir

cp /opt/collabnet/teamforge/var/pgsql/9.3/backups/teamforge_data_backu
p.dmp /tmp/backup_dir/

» On sites running TeamForge 16.10 or later versions:
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su - postgres

/usr/bin/pg_dumpall > /opt/collabnet/teamforge/var/pgsql/9.6/backups/t
eamforge_data_backup.dmp

exit

mkdir /tmp/backup_dir

cp /opt/collabnet/teamforge/var/pgsql/9.6/backups/teamforge_data_backu
p.dmp /tmp/backup_dir/

Related Links

Back up and Restore TeamForge Data Using the teamforge.py Script

[I:
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When you purchase a TeamForge license, you get the right to assign licenses to a specified number of
users.

TeamForge License Framework

TeamForge supports a more flexible and granular approach to tool instantiation. TeamForge’s license model
consists of the following license types: ALM, SCM, Version Control, Collaboration, Trackers, and Baseline.
These license types are tailored to suit the needs of specific set of users that need access to certain tools
and functions. A TeamForge user’s license type determines the tools available to the user in TeamForge.

While TeamForge supports more selective tool options with these new license changes, there’s no impact on
customers, both new and existing, requiring all the tools that TeamForge supports.

The following table lists the license types and the tools that go with them (refer to the table at the end of this
topic for a complete list of tools and functions).

License Type Available Tools
ALM Offers the full range of ALM tools and functions to users.

SCM Offers core Source Code Management tools and functions to users. Includes all the ALM tools and functions
but Tracker and Documents component.

Version Control Offers Source Code Management, File Releases and Review tools and functions to users.
Collaboration Offers a range of collaboration tools such as Documents, Wiki and Discussion Forums to users.
Trackers Offers TeamForge’s Tracker capability (Trackers, Planning Folder, Teams, Planning Board, Task Board and

Kanban Board) to users. Also includes File Releases.

Baseline Offers the baseline capability for Tracker Artifacts, Documents, Source Code Repositories (Git and
Subversion), File Releases, and Binaries (Nexus).

In addition to the tools offering, the Reporting framework is also controlled by the licenses you have.
Meaning, you can view and generate reports based on the license types assigned to you. For example, you
must have SCM license to view or generate SCM activity reports. Check with your CollabNet representative
if you aren’t sure how many licenses or what kind of licenses you want/have.

* Your license key contains a few important numbers:
o The number of users eligible to use specific licenses such as ALM, SCM, Version Control,
Collaboration, Trackers, and Baseline.

o The IP address of the machine that your site runs on.

For example, if your organization has 80 users who will use only the source code management
features, 10 users who will use Baseline and 100 users who need the Application Lifecycle
Management features, your license key string may look like this:
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ALM=100:SCM=80:BASELINE=10:supervillaininc:144.16.116.25. :302D02150080
D7853DB3ESC6F67EABC65BD3ACL7D4D35CB3200214141D70455B18583BFOAL000CAS6B
34817ADF8DBFI32353A6EB57492617369633A38372E3139342E3136102E31322E

* Your license key only works for the IP address (or range of addresses) of the hardware that your
CollabNet TeamForge is running on, as specified in your order form. If your site uses a separate server
for its database or source code repositories, make sure your license key reflects the IP addresses of all
the necessary servers. If any of these addresses change, ask your CollabNet representative to
generate a new key.

» When you create a user account, you can assign the user with available licenses.

* You can purchase a TeamForge license for as many years as you want. The validity period is encoded
into your license when it is generated by your CollabNet representative.

» How many users your site can support depends on the type of license. Check with your CollabNet
representative if you aren’t sure what kind of licenses you have.

* Your license key is attached to the IP address of the server where your site runs. You can get a license
key for a single IP address or for a range of IP addresses.

* Your service year starts the first time you log into your site, or the first time you create or edit any item
on your site, such as a tracker artifact or a document. Whichever of these events comes first starts the
clock.

* The expiration date of your license is shown on the License Info page. (Go to My Workspace > Admin
and select Projects > License Info).

* When your service year expires, you can still see the project data on your site, but you cannot make
any changes to it. However, you can still carry out some critical maintenance functions for your site:

o Enter a new license key.

o Disable or delete users.

o Change user passwords.

o Get forgotten user passwords.

» Except deleted users, all other users in TeamForge such as active users, pending users, disabled
users, and expired users continue to consume licenses.

Tools Availability Matrix

Tools ALM SCM Version Collaboration Tracker Baseline
Control

Agile Task and Planning Boards ol a

Trackers o o

Git/SVN Repository o s o

Management and Replication
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Tools ALM SCM Version Collaboration Tracker Baseline
Control

Code Review ' ' '

Build Automation w ' '

Test Management o o

File Releases o o v L

Binary Repository Management o o o

EventQ/Activity Stream v ' ' w
Access Controls o W' o ' v
Project Work Spaces o a w' W L
Wiki and Discussion Forums e o w

Document Management ' w

User Management o o o w w'
Flexible Process and Toolchain o o ' w' w'
Templates

Reusable Dashboards o o o o W
Categories and Groups o ' o w w
Cross Project Visibility W ' W
Cross Project Reporting and e o' w
Dashboards
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Tools ALM SCM \Version Collaboration Tracker Baseline
Control

Cross Project Search ol a a o a

Site-wide Administration ad ad w e ad

Custom Branding and Custom o s o o s

Integrations

Security Architecture o o o o o

Onsite and Hosted Provisioning o a W w a

SVN Auto Updates ad a "

SVN Repository Backup and ad ad !

Monitoring

Baselines w

Supply Your TeamForge License Key via
Teamforge User Interface

Your license key enables you to use CollabNet TeamForge for the period of your contract.

Your license key will only work for the IP address of the machine that your CollabNet TeamForge is running
on, as specified in your order form.

These steps are for installing your license key via the web interface. If you prefer, you can install it as a text
file instead. See Supply your TeamForge License Key as a Text File.

1. Locate the confirmation email you received from your CollabNet representative when you purchased
your contract.
2. Log into your site as a Site Administrator.

NOTE: A Site Administrator is different from the root user on the server that runs your TeamForgse
site.

3. Click Admin > License Info.
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If you have entered a license before, the IP address and current licensed number of users on your site
are listed on the License Key page. Verify that the IP address is the same as the one you entered in
your order form.

4. Click Enter License Key.
5. Copy your new license key from the confirmation email and paste it into the Enter License Key field.
A license key string looks like this:

ALM=100:SCM=80:BASELINE=10:supervillaininc:144.16.116.25. :302D02150080D785
3DB3ESCBFB67EABC65BD3AC17D4D35CB3200214141D70455B18583BFOAS000CA56B34817ADF
8DBFI32353A6EB57492617369633A38372E3139342E3136102E31322EE

IMPORTANT: Save this license key in case you need to reinstall CollabNet TeamForge.

6. Click Save.
7. Verify that the new value for Licensed Number of Users matches the total number of licensed users in
your contract.

Supply Your TeamForge License Key as a Text File

Your license key enables you to use CollabNet TeamForge for the period of your contract.
Your license key will only work for the IP address of the machine that your CollabNet TeamForge is running

on.

WARNING: If you are upgrading from a site with a limited number of users to an enterprise-scale site,
you must install your license key before starting CollabNet TeamForge. Otherwise, your site could be
rendered inoperable.

1. Locate the confirmation email you received from your CollabNet representative when you purchased
your contract.

2. Create a text file and copy-paste your license key from the confirmation email into it.

For example, if your organization has 80 users who will use only the source code management
features and 100 users who need the full range of application lifecycle management features, your
license key string may look like this:
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alm=100:SCM=80:supervillaininc:144.16.116.25. :302D02150080D7853DB3ESCEF67E
ABC65BD3AC17D4D35CB3200214141D70455B18583BFOAS000CA56B34817ADF8DBFI32353A6
E657492617369633A38372E3139342E3136102E31322E

NOTE: Save this license key in case you need to reinstall CollabNet TeamForge.

3. Save the text file as /opt/collabnet/teamforge/var/etc/sflicense.txt

TIP: Save your license key somewhere remote too, in case you need to reinstall CollabNet
TeamForge and your sflicense. txt file is not accessible.

4. Make the license file usable by the application.
chmod 0664 /opt/collabnet/teamforge/var/etc/sflicense.txt
chown <APP_USER>:<APP_GROUP> /opt/collabnet/teamforge/var/etc/sflicense.txt

Change the values of <APP_USER> and <APP_GROUP> with the values of APP_USER and
APP_GROUP tokens respectively from the /opt/collabnet/teamforge/runtime/conf/
runtime-options.conf file.

View License Information

You can obtain a summary of the license information from the License Info page.

The License Info page provides you with all the basic information about the licenses you purchased for your
TeamForge site. This includes details such as the number of TeamForge licenses you had obtained, how
many you have used, expiration date and so on.

1. Go to My Workspace > Admin.
2. Select LICENSE INFO from the Projects menu.

[I:

To say something to everyone who uses your site, post a site-wide broadcast message.

For example, if you plan to upgrade your site, you may want to let users know a few days before your
upgrade that the site will be unavailable for a short time. The broadcast message can be viewed even

without logging into TeamForge

1. Go to My Workspace > Admin.
2. Click SYSTEM TOOLS from the Projects menu.
3. Click Broadcast Message.
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4. In the Broadcast Message page, type the message you want to broadcast and click Broadcast.

The message is displayed at the top on all the pages of the site until it is deleted or replaced.

(o3 Admin ~ System Tools ::: JumptolD v _ Q

Site Administration / System Tools / Broadcast Message

( oﬂn‘ This is the Broadcast message - sample text

System Tools Broadcast Message

Server Status
This is the Broadcast message - sample text
System Logs
Configure Logging
Configure Application
Build Information

Ad Hoc Database Query Allow Users to turn off this message

Broadcast Message This message will appear at the top of every page for all users until it is cleared from here (or) turned off by the user
Use of unsafe HTML tags is not permitted due to security reasons.
Customizations

m

5. Select the check box Allow Users to turn off this message to enable users to close the broadcast
message box.

To edit a broadcast message quickly, you do not need to go to the specific broadcast message page. You
can edit it from any page, using the Edit icon that appears at the far right end of the broadcast message box.

[I:
You can redesign some aspects of your site to suit your organization's needs and preferences.
These instructions support only some basic types of customization. Almost infinite varieties of customization

are possible. To get into specific customization options in more detail, search or post a question on the
TeamForge discussion forum or talk to your CollabNet representative.

Customize TeamForge Using a Custom . jar File

You can customize your TeamForge site by building a maven project and uploading the customization jar file
that extends or customizes TeamForge.

Maven projects are built and packaged to generate TeamForge customization jar and MANIFEST . MF files.
The generated customization jar file is then uploaded to TeamForge. When you upload a customization jar, it
is processed and if it has a custom event, it is registered. Later, if it has customizations, they are cached by
the customization mechanism for a cost-free access at every request. Cached customizations are then
served by the following three servlets:

Serviet Description
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[ctf/api/main/js-customization Retrieves all the Javascript customizations.
[ctf/api/main/css-customization Retrieves all the CSS customizations.
[ctf/js/Imodules/customization-<customization-name>/ Resolves the resource relative to the main folder configured for the
<resource-name>; given customization name.

The customization mechanism provides access to all the enabled customizations in the cache.

A customization jar can contain:

» Custom events

+ Javascript customizations
CSS customizations

» Custom bundles

JAR

+-- META-INF
+-- MANIFEST.MF
£-- gs/
+-- custom.js
+-- 55/
+-- custom.css
+-- bundles/f
+-- bundle_en.html
+-- img/
+-- footer.png

Sample jar File Structure

Here's a sample customization jar file.

While custom events are configured through an events. xml file in the META-INF folder in the jar file,
Javascript, CSS and custom bundles are configured through META-INF/MANIFEST .MF entries.

Here's a list of META-INF/MANIFEST . MF entries:
MANIFEST.MF entries  Description

CTF-Customizations-Enabled =~ The entry to enable or disable a customization. This entry applies to custom event and
customizations.

» Custom event and customizations are applied if this entry is set to True (default value).

« Custom event and customizations are not applied if this entry is set to False.
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CTF-Customization-Name

CTF-Customizations-Priority

CTF-JS-Customization

CTF-CSS-Customization

CTF-Bundle-Customization

The entry to set the name of the customization to be used for getting bundles.

The entry to set the priority for customizations. Allows you to specify the priority of the
customization. Customizations are sorted by the servlets based on the priority. Customizations
with low priority are included at the end. The priority value could be from 1 to 100, 100 being the
default value.

Path to a Javascript file.

Path to CSS stylesheet.

Path to the main bundles directory.

An lllustration of How to Add a CSS Customization

1. Build a customization project.

Maven project structure that includes a custom stylesheet file as a resource:

css-customization% find -type f

. /pom.xml

./src/main/resources/custom/custom.css

css-customization

°
)

[¢)

css-customization % cat src/main/resources/custom/custom.css
div.core-footer {

background-image:url('/ctf/js/modules/customization-mybundles/img/foo

ter.png');
}

css-customization %

)

The pom. xm1 descriptor, uses the packaging plugin for setting the needed MANIFEST . MF properties:

<project xmlns="http://maven.apache.org/POM/4.0.0" xmlns:xsi="http://www.
w3.org/2001/XMLSchema-instance”
xsi:schemaLocation="http://maven.apache.org/POM/4.0.0 http://maven.apac
he.org/xsd/maven-4.0.0.xsd">
<modelVersion=4.0.0vmodelVersion=

<groupld=>com.ctf.customizations.samplesvgroupIld=>
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<artifactId>css-customizationvartifactId=
<version>1.0-SNAPSHOTvversion>
<packaging=>jar¢packaging>

<build>
<plugins>
<plugin>
<groupld=>orgqg.apache.maven.pluginsvgroupId=>
<artifactId>maven-jar-pluginvartifactId=
<version=>2.4vversion>
<configuration>
<archive>
<manifestEntries>
<CTF-Customizations-Enabled>TruevCTF-Customizations-Enabled

<CTF-Customization-Name>mystylesvCTF-Customization-Name=>
<CTF-CSS-Customization>custom/custom.cssvCTF-CSS-Customizat
ion=
vmanifestEntries=
varchive=>
vconfiguration>
vplugin=>
¢plugins>
vbuild>

vproject=>
2. Package the Maven project.

css-customization % mvn package
[INFO] Scanning for projects...

[INFO] --- maven-jar-plugin:2.4:jar (default-jar) @ stylesheet ---

[INFO] Building jar: /home/matias/workspaces/ctf/css-customization/target
/mystyles.jar

[INFO] == oo oo o oo s o e e e e e

[INFO] oo = o e o e e

[INFO] Total time: 2.959s
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[INFO] Finished at: Wed May 21 20:26:28 ART 2014
[INFO] Final Memory: 8M/Z105M
[INFO] == = o o m m o o e e e e

css-customization %
Generated jar:

css-customization % jar tvf target/mystyles.jar
207 Wed May 21 20:26:28 ART 2014 META-INF/MANIFEST.MF
17 Wed May 21 20:26:26 ART 2014 custom/custom.css
1092 Wed May 21 20:16:06 ART 2014 META-INF/maven/com.ctf.customizations
.samples/css-customization/pom.xml
132 Wed May 21 20:26:28 ART 2014 META-INF/maven/com.ctf.customizations
.samples/css-customization/pom.properties

[¢)

css-customization %
Generated MANIFEST . MF:

Manifest-Version: 1.0
Built-By: matias
Build-Jdk: 1.7.0_55
CTF-Customization-Name: mystyles
CTF-CSS-Customization: custom/custom.css
CTF-Customizations-Enabled: True
Created-By: Apache Maven 3.0.4
Archiver-Version: Plexus Archiver
3. Upload the generated jar file as a custom event so that your customization is applied to TeamForge
pages.
1. Log on to TeamForge as a site administrator.
2. Select My Workspace > Admin.
3. Select Projects > System Tools > Customizations and click Create.
4. Click Choose File, select the customization jar file and click Add.
4. Enable, disable, delete or download a customization.
1. Select My Workspace > Admin.
2. Select Projects > System Tools > Customizations.
3. Select one or more customizations (check boxes) you want to enable or disable and click Enable
or Disable.
4. Select one or more customizations (check boxes) you want to delete and click Delete.
5. Select one or more customizations (check boxes) you want to download and click Download.
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Customize a Page, Picture, Text String, or Other
Elements on Your Site

Follow these general instructions to customize a page, picture, text string, or other element on your site.

IMPORTANT: Custom branding changes can be overridden when your site is upgraded to a new
version. You may have to reapply any look-and-feel modifications after an upgrade.

1. Download the sample branding files. Choose one of these files:
 Basic branding package: Contains the files you need to do most of your branding tasks. Safest to

use this file if you are doing your own branding.
» Advanced branding package: Contains all the files that can be customized. For use when

someone from CollabNet is helping you with your branding.

NOTE: It is important that you have the most recent version of this archive as a starting point.
Check that the version number at the top of the readme . t xt file in your copy of the branding
package is the same as your version of the application. If it is not the same, check www.collab.net
to see if there is a more recent version.

2. In the 1look project, check out the branding repository.
3. Copy the default version of the appropriate file from the branding zip file to the equivalent directory in

your local copy of the branding repository.
4. Change the file to produce the results you want. For example:
» To change a logo on your site’s home page, overwrite the home . gi f file with a new file of the

same name.
» To change a logo on a project home page, overwrite the project.gif file with a new file of the

same name.
5. Commit the changed files into your site’s branding repository.

IMPORTANT: Your branding repository does not have to contain all the files that are in the sample

branding zip file, but the structure of your repository must be an exact mirror of the structure of the

sample file set.
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Customize the Home Page of Your Site

To change the content of your site’s main page, replace the home . vm file or add either
domain_home.html or DomainHome.html.html file to the html folder in the branding repository.

NOTE: For the general steps for changing the look and feel of a page, see Customize a Page, Picture,
Text String, or Other Elements on Your Site.

The \branding\templates\sfmain\home.vm template controls the look, feel and structure of the
standard home page. The default version allows users to log in and sign up for new user accounts, if
CollabNet TeamForge is configured to allow user self-creation.

If the DomainHome.html.html or domain_home.html file is checked into the branding repository, the

contents of the file are displayed as the site home page.

TIP: If both DomainHome . html.html and domain_home.html files exist in the repository, the
contents of the DomainHome .html.html are displayed.

Edit the home.vm template to produce the page you want. You can change these objects on the site home
page:
Object Description

siteNews The html block that shows site news.

* The sitelNews html block itself is not customizable.

* By uncommenting this siteNews object and commenting out communityNews object, site news can
be displayed across all projects in the site.

« In addition to enabling the siteNews html block, you must set ENABLE_SITE_NEWS token to true if
you want site news published on your site’s home page.

communityNews The html block that shows community news.
By uncommenting this object, and commenting out siteNews object, community news (news from the
look project) can be displayed across all projects in the site.

mostActiveProjects The html block that shows the most active projects. The html block itself is not customizable.

displayActivityGraph A flag that indicates that the activity graph should be displayed.
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displayTeamForgeLinks

A flag that indicates that CollabNet TeamForge quick links should be displayed.

Customize the Home Page of Projects

To change the default main pages of the projects on your site, edit the project_home. vmfile.

NOTE: For the general steps for changing the look and feel of a page, see Customize a Page, Picture,
Text String, or Other Elements on Your Site.

Edit the project_home.vm template to produce the project page you want. You can change these objects

on the project home page:

Object

projectData

adminList

memberList

projectMember

joinProjectButton

useCustomHomePage
customHomePage

editCustomHomePageButton

projectAdmin

useCustomProjectLogo

customLogoPathString

©2024 Digital.ai Inc. All rights reserved

Description

The object that contains the information about the project. It implements the interface
com.collabnet.ce.customization.IProjectData.

The list of project administrators. Each object of the list implements the interface
com.collabnet.customization.IUserRow.

The list of project members. Each object of the list implements the interface
com.collabnet.customation.IUserRow.

A flag that indicates that the user is a member of the project.

The button that contains the link to the Join Project page. It returns a
com.collabnet.ce.customization.widgets.Button.

A flag that indicates that the page shows the Wiki Home page instead of the standard Home page.
The html that displays as the Project Home page.

The button that is used to edit the custom Home page. It returns a
com.collabnet.ce.customization.widgets.Button.

A flag that indicates whether or not the current user is a Project Admin.

A flag that indicates that the Wiki project logo image will be used instead of the standard project
logo.

The url from where the custom project logo image can be loaded.
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Change Your Site’s Outgoing Emails

When you site sends out automated emails, the text of the emails can be customized to fit your site’s specific
needs.

NOTE: Before customizing your site, download the branding files. See Customize a Page, Picture, Text
String, or Other Elements on Your Site.

You control screen labels and messages by overriding the resource bundle keys that specify the text strings
that appear in Velocity macros and JSPs.

1. In your local copy of the branding repository, create a directory called templates/mail.

2. Inthe templates/mail directory, create a file containing the custom content for an email that the
system sends out.

Give the file the same name as the equivalent sample email file in the branding files package. For
example, to override the email that is sent out to new members of the site, name the file templates/
mail/user_welcome.vm. Use Velocity syntax to identify the parts of the email, like this:

##subject

Welcome to our TeamForge site!

##subject

##body

Here is the content that I want to appear in emails coming from my site..

##body

NOTE: To customize a template in a specific language, identify the locale as an extension to the
file name. For example, to create a user welcome file in Japanese, name the file templates/
mail/user_welcome_ja.vm

3. Commit your new and changed files into the repository.

Customize Your Apache Configuration

The following instructions illustrate how you can include custom configuration to Apache and disable the
same if not required.

1. Create conf.d/httpd/httpd.conf.d under /opt/collabnet/teamforge/etc/ directory.
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2. Include custom.conf under /opt/collabnet/teamforge/etc/conf.d/httpd/
httpd.conf.d/.

3. Provision services.
teamforge provision

The following warning message is displayed, which you can ignore.

Custom configuration found in /opt/collabnet/teamforge/etc/conf.d/httpd/htt
pd.conf.d has been applied. Please be informed that such confiquration may imp
act the reliability of TeamForge.

The following line is added to /etc/httpd/conf/httpd.conf:

Include /opt/collabnet/teamforge/etc/conf.d/httpd/httpd.conf.d/

1. Runthe httpd -e info command to know the Apache configuration/syntax errors, if any.

Remove Custom Apache Configuration

1. To remove custom configuration:
cd /opt/collabnet/teamforge/etc/cont.d/
mv httpd/ httpd_old

2. Provision services.
teamforge provision

Customize Your PostgreSQL Configuration

The following instructions illustrate how you can include custom configuration to PostgreSQL and disable the
same if not required.

1. Create conf.d/pgsql/pg_hba.conf.d/ under /opt/collabnet/teamforge/etc/ directory.

If the reporting service is running on a separate port (see Create a Single Cluster for Both Database
and Datamart), create conf.d/reports-pgsql/pg_hba.conf.d/ under /opt/collabnet/
teamforge/etc/.

2. Include custom.conf under /opt/collabnet/teamforge/etc/conf.d/pgsql/
pg_hba.conf.d/.

If the reporting service is running on a separate port, include custom.conf under /opt/
collabnet/teamforge/etc/conf.d/reports-pgsql/pg_hba.conf.d/
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3. Provision services.
teamforge provision

The following warning message is displayed, which you can ignore.

Custom configuration found in /opt/collabnet/teamforge/etc/conf.d/pgsql/pg_
hba.conf.d has been applied. Please be aware of that such configuration may im
pact the reliability of TeamForge.

If the reporting service is running on a separate port:

Custom configuration found in /opt/collabnet/teamforge/etc/conf.d/reports-p
gsqgl/pg_hba.conf.d has been applied. Please be aware of that such configuratio
n may impact the reliability of TeamForge.

Configuration settings from custom.conf are included in /var/1ib/pgsqgl/11.1/data/
pg_hba.conf.

If the reporting service is running on a separate port, configuration settings from custom. conf are included
in /var/lib/pgsql/11.1/reports/pg_hba.conf.

1. Check the postgresql.log file for any syntax errors: /opt/collabnet/teamforge/log/
pgsqgl/postgresql. log.

Remove Custom PostgreSQL Configuration

1. To remove custom configuration:
cd /opt/collabnet/teamforge/etc/conf.d/
mv pgsql pgsql_old

If the reporting service is running on a separate port:

cd /opt/collabnet/teamforge/etc/conf.d/
mv reports-pgsql reports-pgsql_old

2. Provision services.
teamforge provision

[I:

If SELinux is active on the server that runs your TeamForge site, configure it to allow the services that
TeamForge requires.

»" In case of same hardware upgrade using RHEL/CentOS, it is recommended to upgrade the OS to
RHEL/CentOS 7.6 or later versions.
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«" Log on as root or use a root shell while setting up SELinux.

TeamForge SELinux Policies

TeamForge implements SELinux policies for most of its services such as JBoss, Apache, ETL, Tomcat and
so on. However, you can use these instructions to revert these policies (not recommended) if required.

Here’s a list of SELinux modules that are implemented (use the semodule -1|grep tf_ command to see
the list of TeamForge SELinux modules):

« tf_apache

« tf_branding

« tf cvs

» tf_daemon-base
o tf etl

« tf_integration-base
« tf jboss

« tf_phoenix

« tf_postgresql

« tf_runtime-base
« tf_subversion

« tf_tomcat

While you can revert these policies, you can contact CollabNet Support to get help in fixing the issue with
TeamForge SELinux policies.

» To Revert the TeamForge SELinux Policies:
/opt/collabnet/teamforge/runtime/scripts/fix_data_selinux_permissions.sh
« If JBoss is using agents such as takipi, run the following command to apply selinux context for the
takipi agent:
semanage fcontext --add -t tf_jboss_rw_t '/opt/takipi(/.*)?"
restorecon -R /opt/takipi

Do This If SELinux Is disabled

Verify SELinux mode using getenforce command. Do this if you have SELinux running in disabled
mode.

1. Stop TeamForge.
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IMPORTANT: Stop TeamForge on all the servers in a distributed setup.

* If you are upgarding from TeamForge 16.7 or earlier releases:
/etc/init.d/collabnet stop
* If you are upgrading from TeamForge 16.10, 17.1, or 17.4 releases:
/opt/collabnet/teamforge/bin/teamforge stop
* If you are upgrading from TeamForge 17.8 or later releases:
teamforge stop
2. Editthe file /etc/sysconfig/selinux and set SELINUX=enforcing.
3. Turn off TeamForge startup on boot.
chkconfig collabnet off
4. Reboot the server and verify if SELInux is set to enforcing mode.
getenforce
5. Turn on TeamForge startup on boot.
chkconfig collabnet on
6. Apply TeamForge SELinux policies.
teamforge apply-selinux
7. Provision services.
teamforge provision

Do This If SELinux Is permissive

Verify SELinux mode using getenforce command. Do this if you have SELinux running in permissive
mode.

1. Set SELinux to run in enforcing mode again.
setenforce 1

2. Restart TeamForge.
teamforge restart

[:
Memcached caches Subversion (SVN) authentication and authorization information and serves the
mod_authnz_ctf module's authentication and authorization requests thereby reducing the number of SOAP

calls, which in turn results in less load on the TeamForge Application Server.
Before You Begin

» See this wiki page for more information about Memcached.
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* Memcached can run on the TeamForge Application Server or on a separate server (in case Subversion
is on a separate server). This document assumes that you install Memcached on the TeamForge
Application Server that also hosts Subversion.

Do This on the TeamForge Application Server

1. Install Memcached.
Add the subversion-caching identifier to the SERVICES token. For example:

localhost:SERVICES=ctfcore ctfcore-database mail etl ctfcore-datamart sear
ch subversion cvs codesearch cliserver eventq mongodb redis rabbitmg gerr
it gerrit-database binary binary-database reviewboard reviewboard-database
reviewboard-adapter subversion-caching

It is also possible to use an externally managed Memcached server. To use an externally managed
Memcached server, add the subversion-caching service to the SERVICES token as shown below:

localhost:SERVICES=ctfcore ctfcore-database mail etl ctfcore-datamart sear
ch subversion cvs codesearch cliserver eventq mongodb redis rabbitmg gerr
it gerrit-database binary binary-database reviewboard reviewboard-database
reviewboard-adapter
myexternalmemcachedserver:SERVICES=subversion-caching

Where, myexternalmemcachedserver hosts the Memcached service.

2. Configure the OPTIONS key in the Memcached configuration file (/etc/sysconfig/memcached)
and start Memcached.

The OPTIONS key in the memcached configuration file is used to set additional options during
Memcached startup. Add the -l flag to have Memcached listen to . This is an important option to
consider as there is no other way to secure the installation. Binding to an internal or firewalled network
interface is recommended.

vi /etc/sysconfig/memcached

IMPORTANT: Remove the -l flag from the OPTIONS key to have Memcached listen to the server’s
default IP address or host name, including the ‘localhost’.

3. Provision services.
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teamforge provision

[I:
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TeamForge Webhooks-based Event Broker, which is also referred to as the integration broker, is a
webhooks-based message broker that pushes the messages of specific events received from a Publisher to
a Subscriber.

TeamForge Webhooks-based Event Broker

»" is a light-weight webhooks-based message broker integrated with TeamForge to validate, transform, and
route the messages that are received from a publisher to a subscriber.

»" acts both as an event broker and as a repository to store the messages that publishers intend to send to
the subscribers.

»" is a robust message delivery middleware with minimal failure points.

»" can be used in the place of TeamForge EventQ, but is typically not a replacement for TeamForge
EventQ.
»" can handle hundreds of messages over HTTPS per second.

»" provides a guaranteed once & once-only, in-order delivery of messages.
»" defines the Events, Publishers, and Subscribers.

Architecture

TeamForge Webhooks-based Event Broker is all about the events, publishers, subscribers and event
messages that the publishers send to the subscribers. It also provides a mechanism to store the messages
in the Inbox, and to push them to the Outbox, from which the messages are sent to the subscribers.

With TeamForge Webhooks-based Event Broker, Publishers/Subscribers can publish/subscribe to multiple

events. It uses in-built TeamForge plugin to authenticate and send messages to TeamForge provided that the
subscriber name starts with TeamForge.
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Webhooks Event Broker

Subscribers

Publishers

Events ' Publishers I Subscribers

s /mplementation : Google GO /
Postgres

* Features :
* Publisher/Subscriber registration,
e PUBLIC / RESTRICTED events
® Send/Receive messages,
* Guaranteed delivery,
* [n-order delivery,
o Message hierarchy

Events

When an event occurs, the publisher sends the messages for that specific event to TeamForge Webhooks-
based Event Broker which in turn sends it to the subscriber. Events must be registered in TeamForge
Webhooks-based Event Broker. Each event is identified by a unique name. Registering an event is required
before you register the publisher or subscriber.

Publishers

Whenever an event occurs, Publishers send messages to subscribers via TeamForge Webhooks-based
Event Broker. Each publisher gets a unique REST endpoint for each event to publish. When you register a
publisher, you will create the publisher name and select the event on which the publisher need to send the
message.

Subscribers

Subscribers receive the messages sent by the Publishers via TeamForge Webhooks-based Event Broker.
Subscribers can provide a Web endpoint where messages are to be pushed. Each subscriber gets a
dedicated sender that sends messages on a First-in-First-out (FIFO) basis to the endpoint.
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Inbox

TeamForge Webhooks-based Event Broker is designed using a box model. All messages published to
TeamForge Webhooks-based Event Broker are stored in the Inbox and a unique reference number is
generated and sent back to the publisher for storage and future retrieval.

Outbox

When a message is received by TeamForge Webhooks-based Event Broker, the subscriptions for the event
represented by that message is checked. Multiple records or one separate record for each subscription, are
then inserted into the Outbox, along with the Subscriber details. The status is set to PENDING.

TeamForge Webhooks-based Event Broker then sends the messages from the Outbox to the Subscribers.
Once successfully delivered, the message in the Outbox is marked as DELIVERED.

Message Receiver

Message Receiver receives event messages from multiple publishers, stores in the Inbox and returns the
unique Inbox message reference number (Inboxld). This is completely a concurrent process.

Replicator

The Replicator is a single process that periodically replicates Inbox messages to the Outbox for the
subscriptions active at that point in time.

Sender

Each Subscriber gets a unique Sender process. Each of these processes run in parallel and can process
Outbox messages concurrently. However, each Sender sends the messages to the Subscriber in sequence.

TeamForge Integrations Using the TeamForge
Webhooks-based Event Broker

TeamForge can be integrated with Jenkins, JIRA, TestLink, and Nexus using the TeamForge Webhooks-
based Event Broker.

For more information, see:

» TeamForge-Jenkins Integration

» TeamForge-JIRA Integration
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» TeamForge-TestLink Integration

Related Links

Install the TeamForge Webhooks-based Event Broker

[I:

This page walks you through the installation procedure for TeamForge Webhooks-based Event Broker.

You can install the Webhooks-based Event Broker after installing TeamForge. As the Webhooks-based
Event Broker requires relatively less RAM, you can install the Webhooks-based Event Broker on the
TeamForge Application Server itself.
You should have the TeamForge installation respository configured as part of the TeamForge installation.
Do this on the TeamForge Application Server to install the Webhooks-based Event Broker.

1. Run this command:

yum install teamforge-webr

2. Add the Webhooks-based Event Broker services (webr and webr-database) to the host:SERVICES
token in site-options.conf file.

For example:

host :SERVICES=ctfcore ctfcore-database ctfcore-datamart search mail etl bi
nary reviewboard reviewboard-database reviewboard-adapter cliserver webr w
ebr-database

3. Provision services.

teamforge provision

Related Links

» TeamForge Webhooks-based Event Broker Overview

» TeamForge-Jenkins Integration Using TeamForge Webhooks-based Event Broker
» TeamForge-JIRA Integration Using TeamForge Webhooks-based Event Broker

» TeamForge-TestLink Integration Using TeamForge Webhooks-based Event Broker

[I:
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TeamForge Webhooks-based Event Broker supports TeamForge—Jenkins integration. A new Jenkins
integration plugin v2.0.6 is used to integrate TeamForge with Jenkins using TeamForge Webhooks-based
Event Broker.

Before You Begin

It is assumed that you have installed the TeamForge Webhooks-based Event Broker on the TeamForge
Application Server. For more information, see Install the TeamForge Webhooks-based Event Broker.

Configure Jenkins Integration Plugin to Notify the
Webhooks-based Event Broker

The new Jenkins integration plugin v2.0.6, released with TeamForge 18.3, which if configured can notify
either the native TeamForge Webhooks-based Event Broker or EventQ about the build data.

CollabNet Plugin Features

+ Notify EventQ when builds complete. The CollabNet Plugin must be installed once on each Jenkins
server you wish to connect to TeamForge/EventQ.

* Notify TeamForge Webhooks-based Event Broker when builds complete.

 Authenticate users from TeamForge. If set up as the “Build & Test” application, it can even use Single
Sign-On.

+ Authorization from TeamForge, including the ability to set permissions in Jenkins based on roles in your
TeamForge project.

» Upload the build log or workspace artifacts to the TeamForge Documents.

» Upload workspace artifacts to the TeamForge File Release System, as a post-build publishing task or
as a build promotion task.

» Open/update/close TeamForge Tracker artifacts based on the Jenkins build status.

» Upload workspace artifacts to the Lab Management Project Build Library. (Requires CollabNet Lab
Management).

Click here to know more about the requirements for installing the latest CollabNet plugin.

It is highly recommended that you configure Jenkins to notify the TeamForge Webhooks-based Event Broker
for TeamForge-Jenkins integration.

IMPORTANT: If you use native Webhooks-based Event Broker, the build information will not appear on
the Activity Stream and the build related reports will not work. For this reason, if you want to have the
Jenkins plugin notify the EventQ (instead of the Webhooks-based Event Broker) about the build data,
see Configuring Jenkins Adapter to notify EventQ.
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Use the following instructions to have the Jenkins integration plugin notify the native Webhooks-based Event
Broker.

1. If you are integrating TeamForge and Jenkins for the first time:
1. Log on to the Jenkins Server as a previliged Jenkins user, navigate to Manage Jenkins >
Manage Plugins > Available.
2. Select the latest CollabNet Plugin and install the plugin.
3. Restart your Jenkins server.
4. Go to step 4.
2. Existing TeamForge-Jenkins integrations that use CollabNet Plugin v2.0.4 (or earlier):
1. Log on to the Jenkins Server as a privileged Jenkins user, navigate to Manage Jenkins >
Manage Plugins > Updates.
2. Select the latest CollabNet Plugin and install the plugin.
3. Migrate Jenkins Data from EventQ’s MongoDB database to TeamForge database and proceed to
step 4.
3. Existing TeamForge-Jenkins integrations that use EventQ Jenkins Adapter v2.0 (or earlier) plugin:
1. Log on to the Jenkins Server as a privileged Jenkins user, navigate to Manage Jenkins >
Manage Plugins > Installed.
Select the EventQ Jenkins Adapter v2.0 and click Uninstall.
Select the Available tab.
Select the latest CollabNet Plugin and install the plugin.
Download the migrate_jenkins_plugin.sh script and save it to
<JENKINS_HOME_DIRECTORY>/jobs/.

Al

TIP: Jenkins default home directory is /var/lib/jenkins/.

6. Change ownership of the migrate_jenkins_plugin.shfile.
chmod 755 migrate_jenkins_plugin.sh

7. Run the migrate_jenkins_plugin. sh script.
./migrate_jenkins_plugin.sh

8. Migrate Jenkins Data from EventQ’'s MongoDB database to TeamForge database and proceed to
step 4.

4. Configure an Individual Jenkins Job to notify the TeamForge Webhooks-based Event Broker.

1. Create a build source and have the configuration details handy for the following steps.

2. As a privileged Jenkins user, locate the job you wish to report build data to TeamForge
Webhooks-based Event Broker and navigate to its configuration page.

3. Add a post-build action to Notify TeamForge/EventQ when a build completes.
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| -
Fecord fingerprints of files to track usage
Git Fublisher
CollabMet Document Uploader
CollabMNet File Release
CollabMet Tracker
Editable Email Motification
Lab Management Project Build Library (FBL) Uploader
MNotify TeamForge/EventC when a build completes
Set build status on GitHub commit [deprecated)
Set status for GitHub commit [universal]

Delete workspace when build is done

| -

Add post-build action «

4. Select the Notify TeamForge check box.

Post-build Actions

Post-build Actions

Notify TeamForge/EventQ when a build completes “
¥/ Optional TeamForge Association view
CollabNet TeamForge URL | http-/lcud63.cloud.maa.collab.net @
For example, https:/fforge.collab.net
Username admin @
Password @
¥ Notify TeamForge
WebHook URL ©®
Username | (2]
Password @

) Notify EventQ

Add post-build action

“ ‘ Avey ‘
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5. Enter the TeamForge WebHook URL to which the build data will be sent, Username, and
Password in the respective fields.

NOTE: You can obtain TeamForge Webhook URL by running the
create_webhook_event.py script.

6. By default, the Optional TeamForge Association View check box is selected. If required, you
can override the global configuration by entering the TeamForge URL and user credentials.

Post-build Actions

Post-build Actions

Notify TeamForge/EventQ when a build completes “
¥| Optional TeamForge Association view
CollabNet TeamForge URL | http:/icud63.cloud.maa.collab.net (7]
For example, https:/fforge.collab.net
Username admin @
Password @

Notify TeamForge

Notify EventQ

Add post-build action «

“ ‘ Aoply ‘

7. Save the job configuration.
8. Run a build to test the new configuration and verify configuration. Information and errors will be

reported to your Jenkins log and to the build console.

WARNING: DO NOT select both the Notify TeamForge and Notify EventQ options together as the
Jenkins build will become unstable and the notifier will show a warning message on the Jenkins console
and the traceability view.
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Migrate the Existing Jenkins Data from EventQ to
TeamForge

If you have configured the new Jenkins integration plugin v2.0.6 to notify the TeamForge-based Webhooks
Event Broker, you need to migrate the Jenkins data from EventQ’s MongoDB database to TeamForge
database, after upgrading to 19.2.

To migrate the Jenkins data from EventQ’s MongoDB to TeamForge database:
This migration process is two-fold:

1. Extract the existing Jenkins data from EventQ’s MongoDB database and generate an SQL file based
on the database option chosen.
2. Execute the generated SQL file on the TeamForge database (Postgres/Oracle).

Extract Jenkins Data from EventQ MongoDB

1. Download the Jenkins plugin jenkins-1.0.jar.
2. Run this command to execute the migration script.

java -jar jenkins-1.0.jar -migrate
3. Enter the MongoDB hostname as localhost or just press ENTER for localhost to be taken as default
host name.

NOTE: The migration script will be successful only if MongoDB is installed on the same machine
from which the script is executed.

4. Enter the MongoDB port number or just press ENTER for 27017 to be taken as default port number.
5. Enter the MongoDB database name for EventQ.
6. Enter the MongoDB username and password.

7. For Does TeamForge use Oracle Database [y/n]:, pressy if you use Oracle. Press n if you
use PostgreSQL.

The migration script is executed and generates the jenkins_data_migration.sql file.
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Execute the SQL File on PostgreSQL/Oracle Database

WARNING: If an error occurs while executing the SQL file, it will rollback the entire transaction. You
must re-execute the file again.

» To execute the SQL file on PostgreSQL Database:
* Log on to your TeamForge Server.
* Run this command to import the migrated data.

sudo /opt/collabnet/teamforge/runtime/scripts/psql-wrapper <filepath o
f “jenkins_data_migration.sql >

OR

cat <filepath of ‘jenkins_data_migration.sgl > | sudo /opt/collabnet/t
eamforge/runtime/scripts/psql-wrapper

» To execute the SQL file on Oracle Database:
» Log on to your Oracle database.
* Run this command to import the migrated data.

a<filepath of "jenkins-data-migration.sql >

Related Links

» TeamForge Webhooks-based Event Broker Overview

Install the TeamForge Webhooks-based Event Broker

» TeamForge-JIRA Integration Using TeamForge Webhooks-based Event Broker

» TeamForge-TestLink Integration Using TeamForge Webhooks-based Event Broker
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[I:

TeamForge Webhooks-based Event Broker supports TeamForge-JIRA integration. A new JIRA integration
plugin 1.0 is used to integrate TeamForge with JIRA using TeamForge Webhooks-based Event Broker.
Before You Begin

It is assumed that you have installed the TeamForge Webhooks-based Event Broker on the TeamForge
Application Server. For more information, see Install the TeamForge Webhooks-based Event Broker.

JIRA Version Information

The following table provides the JIRA product version and the version of the new TeamForge-JIRA
integration plugin 1.0.

JIRA Software 7.6 TeamForge-JIRA-adapter-1.0

Configure JIRA Integration Plugin to Notify the
TeamForge Webhooks-based Event Broker

This method of integration is based on the new TeamForge-JIRA integration plugin 1.0 and is recommended
for on-premises installation of JIRA. The TeamForge-JIRA integration via TeamForge Webhooks-based
Event Broker brings associations and traceability to JIRA. Traceability is therefore possible between JIRA,
TeamForge, and various tools supported by TeamForge Webhooks-based Event Broker.

Within JIRA, all the SCM related activities for the particular JIRA issue are tracked and displayed under the
TeamForge tab on the JIRA issue page.
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tp / TRP-9
Commit for Nexus 3

# Edit ] Comment Assign | More v ToDo | InProgress = Done Admin =2 | Export v
Details People

Type: O Bug Status: (view Workflow) Assignee: I7) Unassigned

Priority: T Medium Resolution: Unresolved Assign to me

Labels: MNone -

Reporter: Q
admin@collab.net

Description Votes: 0

This iz a commit for testing Nexus 3 capabilities. Watchers € stop watching this

issue
Activity
: - Dates
All | Comments Work Log = History =~ Activity = TeamForge
Created: 2 days ago
TeamForge Associations Trace Updated- 7 hours ago
o .
Agile
) Wiew on Board
HipChat discussions
Date By ID  Source Summary Do you want to discuss this issue? Connect to
Dec 182018 admin & 5 nexus3 test SCM Commit [TRP-9] HipChat.
Connect | Dismiss
[J Comment

The TeamForge tab provides a summary of associations and also details of a full listing of associations. This
is a listing of immediate associations, activities with direct relationships to the JIRA issue at hand. To explore
the chain of associations, click the Trace button. The traceability chain that includes commits, builds,
reviews, deploys, and other XDS-based integration is displayed. On the Trace Associations page, clicking
any node lights up all the association paths to that node. In addition, a small pop-up appears with details
about the node in question. You can use SET AS TARGET button to expand the associations from the
selected point. Another function exists to SEE more details about the node, opening a new browser tab.
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Trace Associations
EEMAY'13 E2JUL"13

20 16 17 b1 30

The TeamForge-JIRA plugin 1.0 is packaged as a JIRA “add-on”. Once installed and configured, the add-on
supplies issue tracker “work item” metadata to TeamForge. The TeamForge-JIRA plugin 1.0 needs
configuration on a per project basis in JIRA, such that JIRA (many) to TeamForge (one) project mappings are
established. It is therefore required to configure a TeamForge URL, Webhook URL, and a set of credentials
each for TeamForge and Webhooks for each JIRA project. Note that once configured with the
aforementioned URLs and credentials, the JIRA integration plugin will create and manage the needed
sources.

Install the JIRA Integration Plugin

Use the TeamForge-JIRA plugin 1.0 to notify TeamForge of updates to JIRA issues and to vizualize the
associations between JIRA and other tools. The TeamForge-JIRA plugin 1.0 must be installed once on each
JIRA server you wish to connect to TeamForge. Install the TeamForge-JIRA plugin 1.0 using the JIRA add-on
Manager. Refer to the Atlassian Marketplace for supported versions.

Install the TeamForge-JIRA Associations Add-on

1. As a privileged JIRA user, navigate to Administration > Add-ons > Find new apps.
2. Search the marketplace for the TeamForge Associations add-on for JIRA. Type ‘TeamForge
Associations’ and search.

Q
3. Click Install.
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¢ Jira Software Dashboards ¥ Projects ¥ Issues ¥ Boards ¥ Create

Administration  © SearchJira admin

Applications  Projects Issues Add-ons User management Latest upgrade report  System

ATLASSIAN MARKETPLACE

Atlassian Marketplace for JIRA

Find new apps

Manage apps Discover powerful apps compatible with your JIRA version via the Atlassian Marketplace, Manage apps.
TEAMFORGE ASSOCIATIONS
Manage Google Drive & Docs for JIRA
Connect your R
Google Drive files I
with JIRA issues .

TeamForge =} Search results - All categories - All paid & free o

TeamForge Associations ik (3) m

Collak (é;l CollabMet Inc = Vendor supported 34 installations

Mo Categories Free
TeamForge Assodations add-on brings TeamForge associations and traceability to Jira

Associate TeamForge commits to Jira issues

Mow you can associate TeamForge Git and Subversion commits to Jira issues.

Explore traceability

Expand your universe and trace Jira issues to code commits, build jobs, code reviews, binary artifacts, test cases, deployment

events, and more. _ ) )
Screenshots (3)

See Jira issues in TeamForge . w10
From within TeamForge, see how your Jira issues inter-relate to other objects in your tool chain. . ECIT‘IT‘EI’EIEl - no charge
icense

More details

This adapter shall be used only from Teamforge version 19.0 Suppert and issues

Documentation
EULA

Marketplace listing

JIRA update check Settings

Upgrade the TeamForge-JIRA Associations Add-on

New versions of the TeamForge-JIRA associations add-on will be visible in the Manage apps section
(Administration > Add-ons > Manage apps).

Configure the JIRA Integration Plugin

Configure “TeamForge Associations” to notify TeamForge Webhooks-based Event Broker about work item
activities.
Before You Begin

Before you start configuration,
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» Make sure that you have installed the TeamForge Associations add-on: verify that TeamForge
Associations is present in the User-installed Add-ons list.

» Migrate the existing JIRA data from EventQ’s MongoDB database to TeamForge database if you have
been using EventQ-based TeamForge—JIRA integration in TeamForge 18.3 or earlier. See Migrate
JIRA Data.

1. Configure the add-on from the Project settings page to notify TeamForge about the work item
activities.
1. Select Projects from JIRA Administration menu.

JIRA ADMINISTRATION
Applications

Projects

Issues

Add-ons

User management
Latest upgrade report

System
2. Select your project from the list of projects on the Administration page.

f(]lm Dashboards ~ Projects ~  Issues ~  Boards ~ Create
. . T
Administration Q Search JIRA admin l$' “ Back to project: demo
Applications  Projects Issues Add-ons Usermanagement Latest upgrade report  System
Projects Project list Create project
Project categories
Name Key Project Type URL Project Lead Default Assignee Project Category Actions
@ demo DEMO Software No URL admin@collab.net Unassigned Edit Delete
Q MAX MAX Software No URL admin@collab.net Unassigned Edit Delete

3. Select TeamForge on the Project settings page.

©2024 Digital.ai Inc. All rights reserved Page 227



dlglt@l.@l TeamForge 19.2

Project settings %

Summary TeamForge Setup

Details TeamForge URL @

Re-index project
Usermame
Delete project

Password
Issue types ‘

Bug

Webhook URL ) @
Epic
Story Webhook Usemame

Sub-task

Webhook Password
Task

Warkflows
Save Test Configuration
Screens

Fields
Priorities
Versions

Components
TeamForge

Users and roles
Permissions
Issue Security
Natifications

HipChat integration
Development tools

Issue collectors

4. Enter TeamForge URL in the TeamForge URL field.

5. Enter valid TeamForge login credentials in Username and Password fields.

NOTE: The user whose credentials are provided must have API permissions in TeamForge,
or the user should be a Project Admin.

6. Enter the Webhook URL to which the JIRA work item activities are notified, \Webhook Username,
and Webhook Password in the respective fields.

NOTE: You can obtain TeamForge Webhook URL by running the
create_webhook_event.py script.
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NOTE: The user whose credentials are provided must have API permissions in TeamForge
Webhooks-based Event Broker application, or the user should be a Project Admin.

7. Click Test Configuration.

NOTE: Only TeamForge related settings (TeamForge URL, Username, and Password) are
validated while testing the configuration. Not applicable to Webhooks configuration.

Project settings %

Summary TeamForge Setup

Details TeamForge URL hitp://cu159.cloud maa.collab.net @

Re-index project
Usemame admin
Delete project

Password
Issue types ‘

Bug

Webhook URL https:/fcud6 3 cloud maa collab.net:3000/inbox/errd| (2)
Epic
Story Webhook Usemame webrl

Sub-task

Webhook Password

Task

Waorkflows
Save Test Configuration
Screens
Fields
Priorities
Versions

Components
TeamForge

Users and roles
Permissions
Issue Security
MNotifications

HipChat integration
Development tools

Issue collectors

8. Click Save to save the configuration.
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. . 1
Project settings g
Summary TeamForge Setup
Details
Re-index project Project successfully mapped to TeamForge. JIRA issues will be pushed to configured Webhook URL.
Delete project
Issue types TeamForge URL http://cu159.cloud. maa.collab.net
Bug Usemame admin
Epic
Story Webhook URL https://cu463.cloud.maa.collab.net:3000/inbox/err404/1029
Sub-task Webhook Usemame webradmin
Task
Workflows Sync Issues Edit Test Configuration Delete
Screens

Sync Existing JIRA Issues into TeamForge
To associate TeamForge objects to existing JIRA issues, click Sync Issues.
This step bootstraps JIRA issue data from the current project into the TeamForge. Note that this process may

take several minutes (even hours) to complete, depending on the number of issues in the JIRA project.

NOTE: You can synchronize the JIRA issues only once for each configuration.

. . I
Project settings %
Summary TeamForge Setup
Details
Re-index project [O Project successfully mapped to TeamForge. JIRA issues will be pushed to configured Webhook URL.

Delete project

Issue types TeamForge URL http:/icu159.cloud. maa.collab.net
Bug Usemame admin
Epic
Story Webhook URL https://cud63.cloud.maa.collab.net:3000/inbox/errd04/1029
Sub-task Webhook Usemame webradmin
Task
Workflows Sync Issues Edit Test Configuration Delete
Screens

Edit TeamForge-JIRA Mapping Configuration

Click Edit to modify current configuration, if required.

©2024 Digital.ai Inc. All rights reserved Page 230



dlg't@l.@l TeamForge 19.2

Delete Configured TeamForge Mapping from JIRA Project
Click Delete if you wish to completely dissociate the JIRA project from the configured TeamForge mapping.
WARNING: Deleting TeamForge mapping abandons all existing association data. The JIRA project can

be mapped to another project subsequently, but existing associations are lost. Do this if you were testing
the integration using a production JIRA project but now wish to remove any test association data.

Associate JIRA Issues to Version Control
Commits

Associations between JIRA® issues and TeamForge-aware version control commits can be created via
commit message references. Commits to TeamForge project repositories and external repositories that have
been configured in TeamForge are also supported.

Creating Associations

1. Using your desired terminal or IDE, instantiate a version control commit to a repository of your choice.
2. In the commit message, make reference to JIRA ID(s) to which you wish to associate the commit
surrounded by square brackets.

Sample Commit Messages
“[DEMO-123] This commit message will result in an association between
JIRA issue DEMO-123 and this commit.”

“ [DEMO-123, DEMO-124] Here I'm associating two JIRA issues with project
identifiers DEMO.”

Viewing Associations inside JIRA

1. Navigate to the desired JIRA issue details page.

2. Click the TeamForge tab.

3. Alist of immediate associations appears. In other words, these objects are directly associated to the
JIRA issue in question.

4. Click Trace to view the first three levels of the traceability chain.

»" All activities are mapped chronologically.
»" Lines indicate direct associations.
=" Use the “+” icon to explore further levels of traceability.
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Remove TeamForge Mappings

As a JIRA site administrator, you can disable active TeamForge mappings for one or more or all the JIRA
projects (Administration > Add-ons > TeamForge Associations), if you want to prevent a JIRA server
that’s mirrored into a staging/testing environment from triggering events back to TeamForge (when there are
changes to issues in JIRA projects that are mapped to TeamForge) thereby polluting the production
TeamForge event data store.

Use this feature to disable all production JIRA-TeamForge mappings in stage environments and then test the
TeamForge Associations add-on by creating a new mapping between a staging JIRA server and TeamForge
server.

1. Log on to the JIRA server as a site administrator.
2. Select JIRA Administration > Add-ons.

JIRA ADMINISTRATION
Applications
Projects

lssues

User management
System
Configuration Manager

3. Select TeamForge Associations > Manage.

Applications  Projects Issues Add-ons User management System Configuration Manager

ATLASSIAN MARKETPLACE TeamForge Associations

Find new add-ons

Manage add-ons Use this function to remove TeamForge project mappings for selected projects below. Existing sources, events and associations data will
/A be preserved in TeamForge EventQ. The primary use case for this feature is in staging environments to prevent contamination of

Purchased add-ons production data while testing.

SOURCE CONTROL

TFS4JIRA Configuration Select the below TeamForge Mapping fo remove from project:

Cselect Al ~
[a10ct

Manage [lJira7-Teamforge Integration
[lJiralnta
st
[CINew
[ NewPrnkert

TEAMFORGE ASSOCIATIONS

v

4. Select one or more projects from the list to remove the TeamForge-JIRA mapping.
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TIP: You can select the Select All check box to select all the projects.

5. Click Remove. A confirmation message is displayed.

Remove TeamForge Associations X

Are you sure you want to proceed? Clicking Remove will destroy project mappings
between JIRA and TeamForge for selected projects. This action is irreversible.

' Remove JeERI

6. Click Remove to delete the mapping.

Migrate Existing JIRA Data from EventQ to
TeamForge

If you configure the new JIRA integration plugin 1.0 to notify TeamForge, you must migrate the JIRA data
from EventQ’s MongoDB database to TeamForge database, after upgrading to 19.2.

To migrate the JIRA data from EventQ’s MongoDB to TeamForge database:
This migration process is two-fold:

1. Extract the existing JIRA data from EventQ’s MongoDB database and generate an SQL file based on
the database option chosen.
2. Execute the generated SQL file on the TeamForge database (Postgres/Oracle).

Extract JIRA Data from EventQ MongoDB

1. Download the JIRA plugin jira-1.0.jar.
2. Run this command to execute the migration script.

java -jar jira-1.0.jar -migrate
3. Enter the MongoDB hostname as localhost or just press ENTER for localhost to be taken as default
host name.
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NOTE: The migration script will be successful only if MongoDB is installed on the same machine
from which the script is executed.

4. Enter the MongoDB port number or just press ENTER for 27017 to be taken as default port number.
5. Enter the MongoDB database name for EventQ.
6. Enter the MongoDB username and password.

7. For Does TeamForge use Oracle Database [y/n]:, pressy if you use Oracle. Press n if you
use PostgreSQL.

The migration script is executed and generates the jira_data_migration.sql file.

Execute the SQL File on PostgreSQL/Oracle Database

WARNING: If an error occurs while executing the SQL file, the entire transaction will be rolled back. You
must re-execute the file.

» To execute the SQL file on PostgreSQL Database:
» Log on to your TeamForge Server.
* Run this command to import the migrated data.

sudo /opt/collabnet/teamforge/runtime/scripts/psql-wrapper <filepath o
f "jira_data_migration.sql’ =

OR

cat <filepath of 'jira_data_migration.sgl'> | sudo /opt/collabnet/team
forge/runtime/scripts/psql-wrapper

* To execute the SQL file on Oracle Database:
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» Log on to your Oracle database.
* Run this command to import the migrated data.

a<filepath of "jira_data_migration.sql’ >

Related Links

» TeamForge Webhooks-based Event Broker Overview
Install the TeamForge Webhooks-based Event Broker
» TeamForge-Jenkins Integration Using TeamForge Webhooks-based Event Broker
» TeamForge-TestLink Integration Using TeamForge Webhooks-based Event Broker

[I:

TeamForge's native Webhooks-based Event Broker replaces EventQ as the default event broker to support
TeamForge integration with TestLink. EventQ-based TeamForge—Testlink integration is no longer supported.

TestLink is a web-based Test Management system that supports all the various components and processes

involved in a testing process. Using TestLink, you can create test specifications, execute test cases, create
custom reports, generate test plan metrics and so on.

TeamForge—TestLink Integration Overview

The TestLink integration plugin, collabnet-testlink-1.0.3. tar, released with TeamForge 19.2, if
installed and configured, can notify the native TeamForge Webhooks-based Event Broker about the test
cases and the test execution results.

The TeamForge—TestLink integration plugin, collabnet-testlink-1.0.3. tar, works only with the
TestLink versions 1.9.17-1.9.19.

For more information about the installation requirements for TeamForge—TestLink integration, see:

» TeamForge Installation Requirements
» TestLink Installation Requirements

»" Contact CollabNet for support on TeamForge—Testlink integration. For TestLink support, contact
TestLink directly. Click here for more information.

~" TeamForge 16.7 through TeamForge 19.1 support integration only with TestLink 1.9.15 and 1.9.16 using
the collabnet-testlink-1.0.2. tar plugin.

~" TeamForge 19.2 supports integration with TestLink versions 1.9.17—-1.9.19 using the collabnet -
testlink-1.0.3.tar plugin.
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»" If you are on earlier versions of TestLink, upgrade to one of the supported TestLink versions and

integrate it with TeamForge. This integration does not provide backward compatibility (Data reliability and
Migration) to older TeamForge—TestLink 1.9.11 integration that is based on TeamForge’s Integrated
Application Framework (IAF).

~" By default, only TeamForge Site Administrators can create test suites. If you want other users to create

test suites, you must create a site-wide role in TeamForge, grant “CREATE/VIEW” access to “All Projects” for
the role and assign this role to users.

TeamForge 19.2 supports integration with TestLink 1.9.17—1.9.19 to track and synchronize requirement and
defect tracker artifacts between these two systems.

The TeamForge—TestLink integration has two primary touch points:
* Requirements (TeamForge) to Test Suites (TestLink)

» Test Case Run Failures (TestLink) to Defects (TeamForge)

Test Suite automatically

-3 a0 01id=) created per Requirement

Tester creates
Req. Tracker multiple Test Cases
for a Test Suite

TeamForge

Defects
Tracker

Test Case Runs executed
against selected build/binary

TeamForge-TestLink Integration Workflow
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Here is a sample workflow to illustrate these touch points:

1. Map TeamForge and TestLink projects—The first step is to establish a project mapping between the
intended TeamForge and TestLink projects. During mapping, in TestLink, you'll be able to specify the
TeamForge “Requirements” and “Defects” trackers for your project. These trackers will be used
throughout the workflow.

2. Create Requirements and Test Suites—\When a requirement artifact is created in the TeamForge
tracker specified in Step 1, you will be given the opportunity to create a matching “Test Suite” in
TestLink straight from the artifact creation screen in TeamForge.

TeamForge Testlink
Automatic Creation Test Case Suite A

(Cases: 1-15)

Requirement A

Test Case Suite B

Requirement B
(Cases: 6—10)

Test Case Suite C

Requirement C
(Cases: 11 —15)

Test Case Suite D
(Cases: 16 — 20)

Requirement D

TeamForge's Requirements Artifacts mapped with TestLink's Test Suites

3. Populate Test Suite with Test Cases—Within TestLink, you can find and populate your Test Suite with
Test Cases.

4. Run Test Cases against Builds—Once the Test Cases have been defined, you can run them against
desired builds, tracking results in TestLink. Test Case runs are associated to the build/binary being
tested for traceability purposes.

5. Create Defects for failed Test Case runs—If you encounter failing Test Case runs, you have the
option to click a button inside TestLink to create a defect in TeamForge. This is a “push button” defect
that opens a new TeamForge window pre-populated with Test Case run failure data. An association will
be created between the failing Test Case run and the new Defect.
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Testlink ¥ Tester creates
defect

Test Plan

TC 1 Run
TC 2 Run
TC 15 Run
TC 18 Run
TC 21 Run

Association

<€ %€ ¢

6. Visualize Traceability—Once this cycle is complete, you can view the associations chain between
Test Case runs and any associated defects, the Builds or Binaries they exercised, the Commits which
originated the Build, and ultimately the Requirements that started it all.

fAJuL'16 M AUG A AUG 16

17 17 18

4° (Test case failure)

18 1 16

&° (Build) « ) (Defect filed)
(Commit)
Q [x] ] (<] (x] [x] Q (<] Q ] [x] ]
2 ) 4 o« o 4 o« o« 4 4 4 4 4 4 4 4
(Binary) (Test case executions)
o PAEES &) (e ) (@

(Requirement)

+10 +1 +3

Set up the TeamForge Application Server

Before You Begin

It is assumed that you have installed the TeamForge Webhooks-based Event Broker on the TeamForge
Application Server. For more information, see Install the TeamForge Webhooks-based Event Broker.

Follow these instructions to install the TestLink integration plugin on the TeamForge 19.2 Application Server.

©2024 Digital.ai Inc. All rights reserved Page 238



dlg't@l.@l TeamForge 19.2

1. Log on to the TeamForge Application Server.
2. If you have been having TeamForge—TestLink integrated earlier, delete the existing plugin JAR file (for
example collabnet-testlink-1.0.2. jar) post upgrade to TeamForge 19.2.
1. Go to My Workspace > Admin.
2. Select Projects > System Tools > Customizations.
3. Select the TestLink plugin JAR file (for example, collabnet-testlink-1.0.2. jar).
4. Click Delete. A confirmation message is displayed.
5. Click OK.
Download the collabnet-testlink-1.0.3. jar file.
Go to My Workspace > Admin.
Select Projects > System Tools > Customizations and click Create.
Click Choose File and select the collabnet-testlink-1.0.3. jar file.
Click Add.

N ook w

Set up the TestLink Server

1. Log on to the TestLink Server.
2. If you've been having TeamForge integrated with TestLink 1.9.16 or earlier:

1. Upgrade your TestLink server to one of the supported TestLink versions 1.9.17-1.9.19. Follow the
TestLink’s official upgrade procedure.

Make sure that you have the following RPMs available during TestLink installation:

" php-xml

»" php-mcrypt

" php-mbstring

" php-bcmath
2. Remove the existing TeamForge—TestLink integration plugin.
3. Uninstall the existing TeamForge—TestLink integration plugin.

1. Delete the TeamForge project mapping.

Before uninstalling the TeamForge—TestLink integration plugin, it is a best practice, but not
mandatory, to delete the TeamForge project mapping in TestLink.
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IMPORTANT: While deleting the project mapping in TestLink, TeamForge custom
sources turn inactive. The TestLink tool in TeamForge should be removed manually, if
required.

2. Click TeamForge Setup.

3. Click Delete. A confirmation message is displayed.

4. Click OK. The TeamForge project mapping is deleted.
5. Click the Plugins icon from the toolbar.

4, TestlLink admin [admin] £ =i
@ & =& 'ef

6. Identify the TeamForge—TestLink integration plugin from the list of Installed Plugins and
click Uninstall.

3. If you are installing TestLink for the first time, just download and install one of the supported TestLink
versions 1.9.17-1.9.19 on the TestLink server.

4. Download the collabnet-testlink-1.0.3.tar plugin file to the /tmp directory and untar the file to

<testlink-installation-directory>/plugins directory.

cd <testlink-installation-directory>/plugins/
tar -xvf /tmp/collabnet-testlink-1.0.3.tar

5. Log on to TestLink.

6. Click the Plugins icon from the toolbar.

4 TestlLink  admin [admin] & =
& v ]' & ',;-JT

7. ldentify the TeamForge—TestLink integration plugin from the list of Availabe Plugins and click Install.
The TeamForge—TestLink integration plugin is installed and shows up in the Installed Plugins section.

4 Testlink  admin [admin] £ =4 TestLink 1.9.17 (Alan Turing)
Ba»lHads pa- JA ([ ) 4 Test Project [Wigraiont ¥ |

Installed Plugins

2 Plugin Name Description Version Actions

|Teamfurge Teamiorge Plugin 1.0.3 [Uninstall] ‘
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8. Migrate the TestLink data from EventQ’s MongoDB database to TeamForge database if you have been
using EventQ-based TeamForge—TestLink integration in TeamForge 19.1 or earlier. See Migrate
TestLink Data. If not, proceed to the next step.

9. Go to TestLink Home and click the TeamForge Webhook Setup link.

Test Plan Management
Builds / Releases

Milestones

Execute Tests

Test Cases Assigned to Me
Test Reports and Metrics
Metrics Dashboard

Add / Remove Platforms

Add / Remove Test Cases

Assign Test Case Execution

S5et Urgent Tests

Update Linked Test Case Versions

Shows Test Cases Nevrest Versions

TeamForge Setup

TeamForge Webhook Setup

10. Enter the Webhook URL, Webhook Username, and Webhook Password and click Save.

NOTE: Generate the TeamForge Webhook URL by running the create_webhook _event.py
script.
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TeamForge Webhook Setup

Webhook URL nttps:#cu513.cloud.maa.collab.net:3000/inbox/TestLinkC| i)

Webhook Username |webradmin | 4

| @

Webhook Passvord |

[Save |[ Delete | Cancel |

11. Click the Home icon from the toolbar.

12. Create a TestLink project.
13. Click Test Project Management and click Create.
14. Define project attributes such as the name, description, project prefix and so on. Click Create.

15. Go to TestLink Home and click the TeamForge Setup link.
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Test Plan Management
Builds / Releases

Milestones

Execute Tests

Test Cases Assigned to Me
Test Reports and Metrics
Metrics Dashboard

Add / Remove Platforms

Add / Remove Test Cases

Assign Test Case Execution

Set Urgent Tests

Update Linked Test Case Versions

Shovs Test Cases Nevrest Versions

Right Bottom Link

TeamForge Setup

TeamForge Webhook Setup

16. Enter the TeamForge Project Home URL, Username, Password, Defect Tracker ID, Requirements
Tracker ID and click Save.

IMPORTANT: It is assumed that you have a TeamForge project, requirements tracker and defect
tracker created already. If not, create them first and then perform this step of setting up TeamForge
in TestLink. Have the requirements and defect tracker ID handy while setting up TeamForge in
TestLink.
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4 TestLink admin [admin] &=l

& & B ]- & d & frL1815-

Test Project : TL1.9.15

TeamForge Setup

Project Home URL |http:feu513 cloud maa.collab net/sfiprojectstl1_9_15 | _!_J
Username ladmin | dJ
Password [esses | A
Defect Tracker 1D ftracker1033 | W
Requirements Tracker [D ftracker1034 | W

| Save || Delete || Cancel |

For more information on creating a TeamForge project and setting up trackers, see:

» Create a TeamForge Project
» Create a Tracker

Migrate the TestLink Data from EventQ to

TeamForge

If you have been using EventQ-based TeamForge—TestLink integration in TeamForge 19.1 or earlier, you
must migrate the TestLink data from EventQ’s MongoDB database to TeamForge database post upgrade to

TeamForge 19.2.

Before migrating the TestLink data from EventQ to TeamForge, create the config.properties file with

the following tokens in the /tmp directory and keep it handy.

#Default Mongo DB host is "localhost™
MONGO_DB_HOST=localhost

#Default Mongo DB port is "27017"
MONGO_DB_PORT=27017

MONGO_DB_NAME=eventq
MONGO_DB_USERNAME=eventq

#Enter (y)es or (n)o for CTF_USES_ORACLE_DB
CTF_USES_ORACLE_DB=n

#If CTF_USES_ORACLE=(y)es, enter ORACLE_SID
ORACLE_SID=
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CTF_HOST_NAME=<TeamForge host name or domain name=
CTF_PORT=b5432

#If CTF_USES_ORACLE=(n)o, enter CTF_DB_NAME
CTF_DB_NAME=teamforge
CTF_DB_USERNAME=teamforge

To migrate the TestLink data:

1. Extract the existing TestLink data from EventQ’s MongoDB database and generate an SQL file based
on the TeamForge database you have (Postgres/Oracle).
2. Execute the generated SQL file on the TeamForge database (Postgres/Oracle).

Extract TestLink Data from EventQ MongoDB

1. Download the TestLink plugin testlink-1.0.jar.
2. Run this command to execute the migration script.

java -jar testlink-1.0.jar -m -f /tmp/config.properties

NOTE: The migration script will be successful only if MongoDB is installed on the server the script
is being executed.

3. Enter the MongoDB password and TeamForge database password, when prompted.

The migration script is executed and generates the testlink_data_migration.sql file.

tmp/config.properties

file is in progress........

Execute the SQL File on the PostgreSQL/Oracle Database

WARNING: If an error occurs while executing the SQL file, it will rollback the entire transaction. You
must re-execute the file again.

» To execute the SQL file on PostgreSQL Database:

* Log on to TeamForge Server.
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* Run this command to import the migrated data.

sudo /opt/collabnet/teamforge/runtime/scripts/psql-wrapper <filepath o
f "testlink_data_migration.sql >

OR

cat <filepath of ‘testlink_data_migration.sql > | sudo /opt/collabnet/
teamforge/runtime/scripts/psql -wrapper

» To execute the SQL file on Oracle Database:
» Log on to your Oracle database.
* Run this command to import the migrated data.

a<filepath of "testlink-data-migration.sql’>

Post TestLink Data Migration Tasks

These tasks are required post migration of TestLink data from EventQ to TeamForge.

 References to testlink-1.19.15/ can be seen in Defect Trackers of TeamForge. Run the following
queries in TeamForge database to have all the testlink-1.19.15 references replaced by
testlink-1.9.17.

update field_value set value = regexp_replace(value, '(testlink-1.9.15/)",
"testlink-1.9.17/') where value like '%testlink-1.9.15/';

update custom_data set custom_data = regexp_replace(custom_data, '(testlin
k-1.9.15)", 'testlink-1.9.17') where custom_data like '%testlink-1.9.15%";
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Create Artifact

TITLE:*

DESCRIPTION:*

PREVEW | 9 C BI <« HEEEE - % QM

TAGS: W Addtag @

GROUP: None v ATTACHMENT: Drop files here or (LGS S

STATUS:* Open v
TESTRUN ID: e
CATEGORY: None v

| TESTLINK URL: e http://cu326 cloud maa.collab_net/testlink-1.9.17, v |
CUSTOMER: None v

« If the TestLink setup has Jenkins build, change the build number format from “BuildNumber” (supported
in TestLink 1.9.16 or earlier) to “JobName:BuildNumber” (supported from TestLink 1.9.17) on the
TestLink Home > Build & Releases page.

Build management - Test Plan = Rell

T & Title Description Release date Active Open delete
Build1 v & O
Testlinkwebr:2 | g & 0

[Create |

Related Links

» TeamForge Webhooks-based Event Broker Overview

Install the TeamForge Webhooks-based Event Broker

» TeamForge-Jenkins Integration Using TeamForge Webhooks-based Event Broker
» TeamForge-JIRA Integration Using TeamForge Webhooks-based Event Broker

[I:

The CollabNet TeamForge Maven Deploy Plugin can be configured to post binary artifact deployment
information to TeamForge via the Webhooks-based Event Broker for end-to-end traceability. Binary artifact
deployment notifications are no longer sent to TeamForge EventQ for traceability.

Before You Begin

* It is assumed that you have installed the TeamForge Webhooks-based Event Broker on the TeamForge
Application Server. For more information, see Install the TeamForge Webhooks-based Event Broker.
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» Migrate the existing binary artifact data from EventQ’s MongoDB database to TeamForge database if
you have been using EventQ to notify TeamForge with binary artifact data in TeamForge 19.1 or earlier.
See Migrate Binary Artifact Data.

Configure the CollabNet TeamForge Maven Deploy
Plugin

NOTE: TeamForge EventQ is being deprecated. Once you configure the CollabNet TeamForge Maven
Deploy Plugin, the binary artifact deployment notifications are no longer sent to TeamForge EventQ.

To configure the CollabNet TeamForge Maven Deploy Plugin:
1. Replace the standard deploy plugin with CollabNet TeamForge Maven Deploy Plugin in your POM.xml.

<pluginRepositories=>
<pluginRepository>
<id>collabnetvid>
<name=>Collabnet Public Repovname>
<url>http://mvn.collab.net/nexus/content/groups/public/vurl>
¢pluginBRepository>
¢pluginRepositories=>
<plugins>

<plugin=
<groupId=org.apache.maven.pluginsvgroupld>
<artifactId>maven-deploy-pluginvartifactId=>
<version=>2.8.2vversion=>
<configuration=
<skip=>truevskip>
vconfiguration=
¢plugin=
<plugin=>
<groupId>net.collab.maven.deployvgroupIld=>
<artifactId=>collabnet-deploy-maven-pluginvartifactId=>
<version=>19.2vversion=>
<extensions>truevextensions>
<executions=>
<execution=>
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<id>default-deployvid=>
<phase>deployvphase=>
<goals>
<goal=>deployvgoal>
vgoals>
vexecution>
vexecutions>
<configuration=>
<skipTeamForgeNotification>falsevskipTeamForgeNotification>
<ctfllebhookUrl>https://localhost:3000/inbox/BinaryCustombData/1001«ct
fllehookUrl>
<associatedBuildNumber>${env.BUILD_NUMBER}vassociatedBuildNumber>
<associatedJobName=${env.JOB_NAME}vassociatedJobName=
<skipLinkToBinaries>truevskipLinkToBinaries>
vconfiguration=>
vplugin=>
¢plugins>

IMPORTANT: Make sure the <skip> tag is set to true to prevent more than one Nexus notification
for a single Nexus artifact deployment. If <skip> is not set to true, notifications are sent by both the
maven-deploy-plugin and the collabnet-deploy-maven-plugin for a single binary
artifact.

The following table lists the available configuration items.

Configuration Description Mandatory Default Example

Parameter Value

ctfWebhookUrl Yes None https://localhost:3000/
TeamForge Webhook URL. inbox/

BinaryCustomData/1001
Note: You can obtain the
TeamForge Webhook URL by
running the
create_webhook_event.puy

script.

associatedBuildNumber Specify to the env variable Yes None ${env.BUILD_NUMBER}
depending on your build system
process. Set to $
{env.BUILD_NUMBER} for
Jenkins.
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associatedJobName Specify to the env variable Yes None ${env.JOB_NAME}
depending on your build system
process. Set ${env.JOB_NAME}
for Jenkins.

skipLinkToBinaries Set to true to download binary No true true
artifact from traceability view. If set
to false, redirects to the download
location of binary artifact.

skipTeamForgeNotification ~ Set to true to disable notification. No false false

component Used to identify a specific binary No None An ALM platform has
artifact as a component in a larger several components
application. such as an application

server, an indexer, an
SCM integration server
and so on. These
components have their
own build process. This
property is used to
uniquely identify such
components in

TeamForge Webhooks-
based Event Broker.
componentOf Associated with the 'component’ No None SCM as a component of
parameter to store the details of Teamforge.

the component.

2. Set up the Nexus and TeamForge Webhooks-based Event Broker credentials in the settings.xml
file.

You may find this file in the Maven home directory. For example, in the following illustration, your
distribution management section has a repository id as 1ocal -nexus and the webhook endpoint URL
of the TeamForge Webhooks-based Event Broker as https://localhost:3000/inbox/
BinaryCustomData/1001 (as configured earlier in the POM.xml file):

<settings=>
<servers=
<server>
<id>local-nexusvid>
<username>your_ctf_usernamevusername=>
<pASSWOrd=>xXXXXXXXX¢password>
vservers
<server>
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<id>https://localhost:3000/inbox/BinaryCustomData/1001vid>
<username>webradminvusername>
<password>webradminpassword¢password=>
vservers
Yservers>
vsettings>

Migrate the Binary Artifact Data from EventQ to
TeamForge

After configuring the CollabNet Maven Deploy Plugin, you must migrate the binary artifact data from
EventQ’s MongoDB database to TeamForge database post upgrade to TeamForge 19.2.

Before migrating the binary artifact data from EventQ to TeamForge, create the config.properties file
with the following tokens in the /tmp directory and keep it handy.

#Default Mongo DB host is "localhost™
MONGO_DB_HOST=localhost

#Default Mongo DB port is "27017"
MONGO_DB_PORT=27017

MONGO_DB_NAME=eventq
MONGO_DB_USERNAME=eventq

#Enter (y)es or (n)o for CTF_USES_ORACLE_DB
CTF_USES_ORACLE_DB=n

#If CTF_USES_ORACLE=(y)es, enter ORACLE_SID
ORACLE_SID=

CTF_HOST_NAME=<TeamForge host name or domain name=>
CTF_PORT=b5432

#If CTF_USES_ORACLE=(n)o, enter CTF_DB_NAME
CTF_DB_NAME=teamforge
CTF_DB_USERNAME=teamforge

To migrate the existing binary artifact data:

1. Extract the existing binary artifact data from EventQ’s MongoDB database and generate an SQL file
based on the TeamForge database you have (Postgres/Oracle).
2. Execute the generated SQL file on the TeamForge database (Postgres/Oracle).
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Extract Binary Artifact Data from EventQ MongoDB

1. Download the CollabNet Maven deploy plugin collabnet-deploy-maven-plugin-1.0.jar.
2. Run this command to execute the migration script.
java -jar collabnet-deploy-maven-plugin-1.0.jar -m -f /tmp/config.propert

ies

NOTE: The migration script will be successful only if MongoDB is installed on the server the script
is being executed.

3. Enter the MongoDB password and TeamForge database password, when prompted.

The migration script is executed and generates the
collabnet_deploy_maven_plugin_data_migration.sql file.

Execute the SQL File on the PostgreSQL/Oracle Database

WARNING: If an error occurs while executing the SQL file, it will rollback the entire transaction. You
must re-execute the file again.

» To execute the SQL file on PostgreSQL Database:
* Log on to TeamForge Server.
* Run this command to import the migrated data.

sudo /opt/collabnet/teamforge/runtime/scripts/psql-wrapper <filepath o
f "collabnet_deploy_maven_plugin_data_migration.sql =

OR

cat <filepath of ‘collabnet_deploy_maven_plugin_data_migration.sql > |
sudo /opt/collabnet/teamforge/runtime/scripts/psql-wrapper
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+ To execute the SQL file on Oracle Database:
» Log on to your Oracle database.
* Run this command to import the migrated data.
a<filepath of ‘collabnet_deploy_maven_plugin_data_migration.sql >

[I:
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TeamForge EventQ is a TeamForge capability that provides traceability for product life cycle activities such
as work items, SCM commits, continuous integration (Cl) builds, and code reviews.

Problem Statement and Solution

Organizations currently tend to have modern mixed-vendor, heterogeneous environments with complex
lifecycles including work item, commit, review, build/test, deploy, and other tasks that are monitored or
managed by stand-alone tools. The tools may be vendor-supplied or open-source, and may reside on-
premises or in private, public, or hybrid clouds. These tools, however, lack the ability to associate with one
another and do not lend themselves to end-to-end traceability: organizations cannot easily see the
connections between activities derived from disparate lifecycle tools. Yet to achieve traceability,
organizations are often forced to use an all-in-one, monolithic solution that excludes popular point tools.
TeamForge EventQ offers a traceability solution that preserves the advantages of your best-of-breed tools.

While TeamForge EventQ is extensible, this version provides the following packaged adapters for connecting
lifecycle activities:

Type of Service Products

SCM/Version Control Git, Subversion

Code Review ReviewBoard, Gerrit

Build/Test Jenkins

Issue Tracker CollabNet TeamForge, Atlassian JIRA

TeamForge EventQ Vision

In a modern and frequently fractured development environment employing tools from different vendors,
TeamForge EventQ aims to provide: Aggregation — Using packaged adapters and an extensible
architecture, TeamForge EventQ obtains and stores metadata about key lifecycle activities like work items,
commits, builds/tests, and code reviews across vendors and platforms. Traceability — TeamForge EventQ
draws associations between activities across the entire lifecycle and enables traceability through the various
steps or stages of the lifecycle.

Feature Overview

TeamForge EventQ aims to aggregate lifecycle metadata across various tools and establishes networks of
associations across those lifecycle activities. The use cases for TeamForge EventQ include visibility into
development activities, visibility into associations between lifecycle activities, and requirements traceability
for auditing purposes.

Activity Streams: Activity streams provide a “project chronology” showing the most recent activities at the
top and the oldest at the bottom. See Activity Stream for more information.
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Extensibility

While TeamForge EventQ ships with some adapters, its extensibility ensures that users can write custom
adapters to extend TeamForge EventQ to other work item trackers, version control, Cl, and code review
systems. New product classes may also be extended using Extensible Data Sources (XDS). See Exiend
TeamForge EventQ for more information.

Install or Upgrade TeamForge-EventQ Integration

You can install EventQ on the TeamForge Application Server or on a separate server. For more information
about installing and upgrading EventQ, see TeamForge install and upgrade instructions.

SCM Commits in TeamForge with EventQ
Integration

Consider the following while integrating TeamForge and EventQ.

Uploading the Event Handler JAR File

After adding EventQ to your site, it is mandatory to upload the custom event handler JAR file to get the pre
and post commit notifications. Click here for steps to add a custom event handler.

Implications of TeamForge-EventQ Integration on SCM
Commits and Associations

Pre and post commit naotifications will be sent from TeamForge to EventQ only if the Association Required
on Commit is enabled for the repository and if the require-scm-integration is set to true for the EventQ
application.

Post TeamForge-EventQ integration, SCM commits will fail in TeamForge if all the following conditions are
true and if the EventQ application is down or if there are errors while processing the commit request (on the
EventQ’s side):

* The Association Required on Commit is enabled for a repository.
* The require-scm-integration is set to true.

» The commit message contains the integrated application’s ID. In other words, the EventQ application’s
ID in this case.
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SCM commits can also fail if the custom event handler exists in the TeamForge even after the removal of the
EventQ application from the TeamForge site. It is highly recommended to remove the custom event handler

once you remove the EventQ application.

[I:

The TeamForge EventQ architecture aims for extensibility, fault tolerance, and scalability.

End users experience TeamForge EventQ as a seamless component of TeamForge. However, under the
covers EventQ is a separate application with a distinct architecture. This article intends to give an overview
of that architecture to assist with installation and administration of the underlying services as well as an
overview of the message queue (MQ) architecture used to integrate with and collect data from external

sources.
[ V]
End User
MQ Server App Server DB Server
E il _EventQ
RabbltMG Phusion Passanger ™
NGHAX
= ® mongoDB
Integrations
r—- g '-:T\:'\L Attassi
— (|| =) : I , Other External
_— = ) ‘) glt ¥ Crucible TC TeamCity + Inti'rgrah%r;‘:

Hosting Considerations

TeamForge EventQ is designed for host separation, where each component resides on different operation
systems. Any component may be run on virtualized hardware. In the absence of separate hardware or
virtualization, EventQ components may be collocated.
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Load Balancing and Clustering

TeamForge EventQ components may be load balanced and/or clustered. The EventQ application server may
be installed on multiple hosts and load balanced (session clustering is not required). MongoDB and
RabbitMQ both support clustered modes as well. However, such configurations are not documented or
supported and are only offered as supplemental services from CollabNet.

Integration with External Sources

TeamForge EventQ uses a MQ architecture to collect data from external sources like work item, SCM,
build/Cl, and code review systems. The diagram below demonstrates a clustered network of MQ servers that
share data collected from external sources. When a relevant activity occurs, the external source uses an MQ
agent to publish a specially formatted message to the MQ network. MQ servers can be clustered and
strategically located to prevent loss of messages during to outages.

M MQ Servers

= = —— Mﬂb Build [
EventQ agent | se::r:ers _ﬂ
< = - MQ Review =
agent s:rvers :
Z= R -+ | MO b Scm %

Locate MQ server(s) in
proximity to sources. Dial in
desired fault tolerance.

Event
MO Reader

Once a message is published by an external source, it is consumed by a daemon service running on the
EventQ application server. The message is parsed and the data is persisted. MQ adapters are configured
with “association keys”: unique identifiers that enable EventQ to file incoming data into the appropriate
source.
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EventQ knows this

Messages and ¢
services use an ME"SSEQE Fomes rrr::rrn
association key to Phoenix team'’s
find each other review board server”
by the association key
EventQ
MQ Reader
Q =]

Team: Fhoenix

(&) As3g086eQDVN

=

Review Board

Messages contain
“association keys”

Each tracked job, repo,
etc. has a unique key

Extensibility

EventQ ships with a handful of packaged adapters to common work item, SCM, build/Cl, and review
systems. But what if you are using different tools in your process? You can integrate your tools by building
adapters that work by publishing MQ messages that are consumed by EventQ. See the Extensibility
documentation for more on writing TeamForge EventQ adapters: Extend TeamForge EventQ.

User Authentication and Authorization

TeamForge EventQ is authenticated and authorized by TeamForge, using TeamForge users, permissions
and roles. To access TeamForge EventQ features, TeamForge users need additional permissions on a
project by project basis.

TeamForge EventQ requires a valid TeamForge user session for access. If you try to access TeamForge
EventQ when you are not logged in or when your session has expired, you will be directed to the TeamForge
login page. After you successfully log in, you will be automatically redirected to the target TeamForge EventQ
screen.
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Permissions

TeamForge EventQ permissions are set in the “Project Admin” area on a project by project basis. The
following EventQ permissions may be used in creating TeamForge roles:

EventQ READ — The minimum required permission users need to view EventQ based data such as
the Activity Stream and EventQ-based associations.

EventQ EDIT — Required to modify EventQ data sources via the Project Admin > Tools interface.
Users with the “EventQ EDIT” permission are implicitly granted the “EventQ READ” permission.
EventQ CREATE — Required to create new EventQ data sources via the Project Admin > Tools
interface. Users with the “EventQ CREATE” permission are implicitly granted the “EventQ READ” and
“EventQ EDIT” permissions.

EventQ APl — Required for read and write access to EventQ HTTP APIs such as the Source API and
the XDS schema API. TeamForge Site Administrators do not explicitly require this permission; however,
all other project members, including Project Administrators, require this permission to use the EventQ
HTTP API.

REPORTING API — Required to retrieve data from the EventQ Reporting API.

NOTE: TeamForge EventQ does not immediately reflect permission changes. Permissions are
automatically refreshed daily. To reflect permission changes more quickly, log out of TeamForge,

wait 10 minutes, and then log back in again.

[I:

TeamForge EventQ integrates with different flavors of work item, SCM/commit, build, and review servers

using adapters.

EventQ Adapters

TeamForge EventQ collects metadata about key lifecycle activities from external sources like work item
trackers, SCM repositories, Cl/build servers, and code review systems. To do so, TeamForge EventQ relies
on adapters to collect the metadata from sources. TeamForge EventQ packages the following adapters:

Type of Service
SCM/Version Control
Builds/Cl server
Code Review

Work Item/Issue Tracker
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Product Description
Git, Subversion

Jenkins

ReviewBoard

CollabNet TeamForge, Atlassian JIRA
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Source Association Keys

TeamForge EventQ uses source association keys to uniquely identify incoming data from activity sources
that it monitors.

Adapters supply data to TeamForge EventQ through the message queue (MQ) layer. When a relevant
activity occurs in source systems, TeamForge EventQ adapters generate a message with key metadata
about the activity and place that message on the designated MQ server. When TeamForge EventQ receives
the message, it must associate it to the proper source somehow. To do this, TeamForge EventQ supplies a
unique “source association key” for each external source created. Adapters must supply this unique source
association key with each message for the data to correlate with the appropriate project source.

Note that commit sources based on TeamForge project repositories do not need source associations keys
since they are internal and are identified by other means. All other sources require source association keys.

EventQ knows this

Messages and ;
services use an missage fﬂmES rﬂm
association key to Fhoenlx team's
find each other review board server”
by the association key
EventQ
MQ Reader

=

Team: Phoenix
As3g086eQDvN

EventQ E"‘.ﬂ

Review Board

Messages contain
“association keys”

Each tracked job, repo,
etc. has a unique key

Locate a Source Association Key

Source association key for existing activity sources are located on the corresponding source configuration
page.

1. From the activity stream, click Manage Sources.
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2. Select the desired source type toggle. TeamForge EventQ displays all existing sources.

3. Click Edit on the source whose key you wish to obtain. You see the configuration page for the selected
source.

4. Locate the source association key for the selected source. On most browsers you can copy the key by
clicking the small clipboard icon.

Jenkins Integration

NOTE: TeamForge 18.3 is equipped with a native webhooks-based event broker for integrations. For
more information, see TeamForge \Webhooks-based Event Broker.

It is highly recommended that you configure Jenkins to notify the TeamForge Webhooks-based Event
Broker for TeamForge-Jenkins integration. For more information, see [Configure Jenkins Integration
Plugin to Notify the Webhooks-based Event Broker][webhooks-event-
broker.html#configurejenkinsforwebr].

If you still want to configure Jenkins adapter to notify EventQ, see Configure a Jenkins Adapter to Notify
EventQ on this page.

The TeamForge/EventQ Jenkins adapter supplies build data from your Jenkins continuous integration server
to TeamForge/EventQ for purposes of metadata archival, traceability and event reporting.

The TeamForge/EventQ Jenkins integration brings associations and traceability to Jenkins. The adapter
displays associations between Jenkins builds and other tools within the TeamForge landscape like version
control commits and binary artifacts. Traceability is therefore possible between Jenkins build, TeamForge,
and various orchestrated third-party tools.

Inside TeamForge, Jenkins build details are visible in activity streams and association visualizations. Within
Jenkins, associations are visible from the TeamForge Associations tab.
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& Jenkins

Jenkins Jenkins-Artifactory CI #16 TeamForge Associations

4 Back to Project

0, status TeamForge Associations
“> Changes
B console Cutput =
> Edit Build Information N 1] N 1]
(Y Delete Build - ;
() Artitactory Build Info
- Date By 1D Source Summary
r'-' Tag this build 04/May/2016  admin @ com/example/simple/1.0... artifactoryjenkins
» Redeploy Artifacts 28/Apri2016 admin {26 jenkins-artifactory pom.xml update

&= See Fingerprints
TeamForge Associations

43 Previous Build

Clicking Trace provides a view of the build in the context of other associated activities. Use cases include
root cause analysis and auditable traceability.

Trace Associations
FEIMAY  ESMAY'16

04 04

The TeamForge/EventQ Jenkins adapter is packaged as a Jenkins plugin. Once installed and configured, the
plugin supplies build results metadata for configured Jenkins jobs to TeamForge/EventQ.
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Jenkins Version Information

The following table lists the compatible Jenkins and TeamForge-Jenkins Plugin version.

Jenkins (Job and Pipeline) .645-2.164.2 collabnet.hpi 2.0.6

Install a Jenkins Adapter

A new version of Jenkins integration plugin, v2.0.6, is released with TeamForge 18.3, which if configured can
notify either the native TeamForge \Webhooks-based Event Broker or EventQ about the build data.

CollabNet Plugin Features

Notify EventQ when builds complete. The CollabNet Plugin must be installed once on each Jenkins
server you wish to connect to TeamForge/EventQ.

Notify TeamForge Webhooks-based Event Broker when builds complete.

Authenticate users from TeamForge. If setup as the “Build & Test” application, it can even use Single
Sign-On.

Authorization from TeamForge, including the ability to set permissions in Jenkins based on roles in your
TeamForge project.

Upload the build log or workspace artifacts to the TeamForge Documents.

Upload workspace artifacts to the TeamForge File Release System, as a post-build publishing task or
as a build promotion task.

Open/update/close TeamForge Tracker artifacts based on the Jenkins build status.

Upload workspace artifacts to the Lab Management Project Build Library. (Requires CollabNet Lab
Management).

Click here to know more about the requirements for installing the latest CollabNet plugin.

Use the following instructions to have the Jenkins integration plugin notify the EventQ when a build is
completed.

1.

2.

If you are integrating TeamForge and Jenkins for the first time:
1. Log on to the Jenkins Server as a previliged Jenkins user, navigate to Manage Jenkins >
Manage Plugins > Available.
2. Select the latest CollabNet Plugin and install the plugin.
3. Restart your Jenkins server.
Existing TeamForge-Jenkins integrations that use CollabNet Plugin v2.0.4 (or earlier):
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1.

2.

Log on to the Jenkins Server as a privileged Jenkins user, navigate to Manage Jenkins >
Manage Plugins > Updates.
Select the latest CollabNet Plugin and install the plugin.

3. Existing TeamForge-Jenkins integrations that use EventQ Jenkins Adapter v2.0 (or earlier) plugin:

1.

A S

Log on to the Jenkins Server as a privileged Jenkins user, navigate to Manage Jenkins >
Manage Plugins > Installed.

Select the EventQ Jenkins Adapter v2.0 and click Uninstall.

Select the Available tab.

Select the latest CollabNet Plugin and install the plugin.

Download the migrate_jenkins_plugin.sh script and save it to

<JENKINS_HOME_DIRECTORY=>/jobs/.

TIP: Jenkins default home directory is /var/lib/jenkins/.

Change ownership of the migrate_jenkins_plugin.sh file.
chmod 755 migrate_jenkins_plugin.sh

Run the migrate_jenkins_plugin. sh script.
./migrate_jenkins_plugin.sh

Configure a Jenkins Adapter to Notify EventQ

Configure the Jenkins adapter to notify EventQ when builds complete.

Before you start the configuration, make sure that you have installed the Jenkins plugin using the web
interface. The Jenkins adapter has a system configuration as well as job level configurations. The system
configuration sets defaults to be used by subsequently configured job level configurations.

IMPORTANT: The source association key should be unique for each job configured.

Configuring an Individual Jenkins Job

1. Create a build source and have the configuration details handy for the following steps.

2. As a privileged Jenkins user, locate the job you wish to report build data to TeamForge/EventQ and
navigate to its configuration page.
3. Add a post-build action to Notify TeamForge/EventQ when a build completes.
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| N
Fecord fingerprints of files to frack usage
Git Fublisher
CollabMet Document Uploader
CollabMet File Release
CollabMet Tracker

Editable Email Motification

Lab Management Project Build Library (FEL) Uploader
MNotify TeamForge/Event when a build completes

Set build status on GitHub commit [deprecated)]

Set status for GitHub commit [universal]

Delete workspace when build is done

| -

Add post-build action -

4. Select the Notify EventQ check box.

WARNING: DO NOT select both the Notify TeamForge and Notify EventQ options together as
the Jenkins build will become unstable and the notifier will show a warning message on the
Jenkins console and the traceability view.

1. Using the values you obtained in Step 1, copy and paste the Queue Server value into the MQ
URI (server URL) field.

NOTE: Include the amqgp protocol and the port information.

2. Copy and paste the queue username and password values obtained from Step 1 in the Server
Username and Server Password fields.

3. Populate the Build source association key field with the value obtained from Step 1. For more
information about association keys, see Source Association Keys.
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Post-build Actions

PN, o

CollabNet TeamForge URL | http:fcud63.cloud.maa.collab.net @
For example, https:/iforge.collab.net

Username admin @
Password @
Notify TeamForge

¥ Notify EventQ
MQ URI amaqp:/i10.2.17.233:5672 @
Server Username a9aef5e0-c4c7-0134-993-0050560101a0 @
Server Password @
Build source asseciation key  eYasfic0-c4c7-0134-b993-0050560101a0 (?)

Add post-build action «

n ‘ Ao ‘

5. By default, the Optional TeamForge Association View check box is selected. If required, you can
override the global configuration by entering the TeamForge URL and user credentials.

Post-build Actions

Post-build Actions

Notify TeamForge/EventQ when a build completes
¥ Optional TeamForge Association view
CollabNet TeamForge URL  http://cud63.cloud.maa.collab.net @

For example, hitps:/fforge.collab.net

®

Username admin

Password ~ essess @

Netify TeamForge

Netify EventQ

Add post-build action -

n ‘ Aop ‘
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6. Save the job configuration.

7. Run a build to test the new configuration and verify configuration. Information and errors will be
reported to your Jenkins log and to the build console.

Configuring the Default Jenkins Global Settings

Now that you’ve set up your first job level configuration, you can save some effort next time around by
defining system values for the Server URL, Server Username and Server Password. Note that each job
needs a unique Source Association Key, so that will still need to be configured per job.

1. Refer to Step 1 in Configuring an Individual Jenkins Job and obtain values for the CollabNet
TeamForge URL, Username and Password.

2. As a privileged Jenkins user, navigate to Manage Jenkins > Configure System page on the target
Jenkins server.
3. On the Jenkins configuration page, go to the Global CollabNet Configuration section.
4. Select the Allow Global CollabNet Configuration check box.
1. Copy and paste the Queue Server value in the CollabNet TeamForge URL field in Jenkins.

IMPORTANT: Include the amqp protocol and the port information.

2. Enter the Username and Password.
5. Save the configuration.

External Git Repository Integration

With a customized post-receive extension (hook) installed, Git servers external to TeamForge can notify
TeamForge EventQ of Git “push” activity.

TeamForge project Git repositories are already wired to supply push activity data to TeamForge EventQ; no
special configuration needed. This section instead details integration of Git repositories external to
TeamForge.

The TeamForge EventQ Git adapter is packaged as a Git post-receive hook script. Once installed and
configured, the hook script supplies push metadata for the selected repository to TeamForge EventQ. The
push data is associated to the proper source using source association keys (see Source Association Keys).
Configuration therefore requires that the message queue server URL and credentials be supplied, along with
the appropriate source association key.

IMPORTANT: The TeamForge EventQ-Git adapter v1.0 supports Git 1.8.3.1 or later.
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Install a Git Adapter

Install a Git adapter as a post-receive hook on Mac OS X/Linux.
Minimum Requirements:

* Git 1.8.3.1 or later.
» Python 2.6. Python v3.0 and later are not compatible.

Each external Git repository you wish to monitor with TeamForge EventQ requires the installation of a
customized post-receive hook script as follows.

Install Git Post-receive Hooks

Contact the CollabNet Support to download the eventQ-git-adapter- [version].zip adapter file and
unpack it inside your repository’s hooks directory.

For example, if your repository’s hooks directory is located at /path/to/repo.git/hooks, cd /
path/to/repo.qgit/hooks, download the zip file to the current location, then unzip eventQ-git-
adapter-1.0.zip.

This will unpack the following into your hooks directory:

* Files: LICENSE. txt, README. txt, post_receive_orc_publish_amqgp.conf.sample,
post_receive_orc_publish_amqgp.py
* Directories: eventq/ and pika/

Configuration

1. In a web browser, log into TeamForge EventQ as a privileged EventQ user and edit (or add) the
relevant Commit source you wish to associate with this Git repository. Manage Sources > Toggle
Commit > Add or Edit a Source > External repository

2. On the Edit Source page, locate the section titled “Adapter Configuration Information” and copy all
values; these values are used later in the configuration process.

3. Switch back to your command line console and copy
post_receive_orc_publish_amgp.conf.sample to
post_receive_orc_publish_amgp.conf.

4. Edit post_receive_orc_publish_amqgp.conf and modify options for your specific installation, for
example:

» Logging Section
> filename — Full path to the desired log file, for example, /tmp/post-commit. log.
o level — The logging level, which is one of these: debug , info, warning, error, or critical.
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+ RabbitMQ (amgp) Section
> host — The hostname of the amqgp server. Copy and paste the hostname from the Queue
Server value from the Edit Source page in TeamForge EventQ.
o port — The port number of the amqgp server (default is 5672). Copy and paste the port
number the Queue Server value from the Edit Source page in TeamForge EventQ.
o username — Username used to access the amqp server. Copy and paste the queue
username value from the Edit Source page in TeamForge EventQ.
o password — Password used to access the amqp server. Copy and paste the queue
password value from the Edit Source page in TeamForge EventQ.
» TeamForge EventQ Section
o source_association_key — key provided by TeamForge EventQ. Copy and paste the
source association key value from the Edit Source page in TeamForge EventQ. For more
on association kys, see Source Association Keys.

Activate Post-receive Hook

Copy or create a symlink called “post-receive” linking to post_receive_orc_publish_amqgp.py.

External Subversion Repository Integration

With a customized post-commit extension (hook) installed, Subversion servers external to TeamForge can
notify TeamForge EventQ of Subversion commit activity.

TeamForge project Subversion repositories are already wired to supply commit activity data to TeamForge
EventQ; no special configuration needed. This section instead details integration of Subversion repositories
external to TeamForge.

The TeamForge EventQ Subversion adapter is packaged as a Subversion post-commit hook script. Once
installed and configured, the hook script supplies commit metadata for the selected repository to TeamForge
EventQ. The commit data is associated to the proper source using source association keys (see Source
Association Keys). Configuration therefore requires that the message queue server URL and credentials be
supplied, along with the appropriate source association key.

IMPORTANT: The TeamForge EventQ-Subversion adapter v1.0 supports Subversion 1.7 or later.

Install a Subversion Adapter on Mac OS X/Linux

Install a Subversion adapter as a post-commit hook on Mac OS X/Linux.

Minimum Requirements:
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Subversion 1.7 or later.
Python 2.6. Python v3.0 and later are not compatible.

Each external Subversion repository you wish to monitor with TeamForge EventQ requires the installation of
a customized post-commit hook script as follows.

Install Subversion Post-commit Hooks

Contact the CollabNet Support to download the eventQ-subversion-adapter- [version] .zip
adapter file and unpack it inside your repository’s hooks directory.

For example, if your repository’s hooks directory is located at /path/to/svn/repos/my_repo/hooks,
cd /path/to/svn/repos/my_repo/hooks, download the zip file to the current location, then unzip
eventQ-svn-adapter-1.0.zip.

This will unpack the following into your hooks directory:

LICENSE.txt

README .txt

configdefaults.py

configwrapper.py

eventq_commit_gate hook.py
orchestrator_commit_gate _hook_snippet.sh
pika/

post-commit.bat.sample
post_commit_orc_publish_amgp.conf.sample
post_commit_orc_publish_amagp.py

Configuration

1.

In a web browser, log into TeamForge EventQ as a privileged EventQ user and edit (or add) the
relevant Commit source you wish to associate with this Subversion repository. Manage Sources >
Toggle Commit > Add or Edit a Source > External repository

. On the Edit Source page, locate the section titled “Adapter Configuration Information” and copy all

values; these values are used later in the configuration process.
Switch back to your command line console and copy
post_commit_orc_publish_amgp.conf.sample to
post_commit_orc_publish_amqgp.conf.
Edit post_commit_orc_publish_amqgp.conf and modify options for your specific installation, for
example:

» Logging Section
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> filename — Full path to the desired log file, for example, /tmp/post-commit.log.
o level — The logging level, which is one of these: debug , info, warning, error, or critical.
+ svnlook Section
> svnlook — The path to your svnlook executable, for example, /usr/bin/svnlook
or/opt/subversion/bin/svnlook.
+ RabbitMQ (amgp) Section
> host — The hostname of the amqgp server. Copy and paste the hostname from the Queue
Server value from the Edit Source page in TeamForge EventQ.
o port — The port number of the amqgp server (default is 5672). Copy and paste the port
number the Queue Server value from the Edit Source page in TeamForge EventQ.
o username — Username used to access the amqp server. Copy and paste the queue
username value from the Edit Source page in TeamForge EventQ.
o password — Password used to access the amqp server. Copy and paste the queue
password value from the Edit Source page in TeamForge EventQ.
» TeamForge EventQ Section
o source_association_key — key provided by TeamForge EventQ. Copy and paste the
source association key value from the Edit Source page in TeamForge EventQ. For more
on association kys, see Source Association Keys.

Activate Post-commit Hook

Copy or create a symlink called “post-commit” linking to post_commit_orc_publish_amqgp.py.

Install a Subversion Adapter on Windows

Install a Subversion adapter as a post-commit hook on Windows.

Minimum Requirements:

» Subversion 1.7 or later.
* Python 2.6. Python v3.0 and later are not compatible.

NOTE: This procedure assumes that you have installed CollabNet Subversion Edge, version 4.0 or later,
although other Windows distributions can be similarly configured. Each external Subversion repository
you wish to monitor with TeamForge EventQs requires the installation of a customized post-commit hook
script as follows.
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Install Subversion Post-commit Hooks

Contact the CollabNet Support to download the eventQ-subversion-adapter- [version] .zip
adapter file and unpack it inside your repository’s hooks directory.

For example, if your repository’s hooks directory is located at
C:\csvn\repositories\my_repo\hooks, cd C:\csvn\repositories\my_repo\hooks,
download the zip file to the current location, then unzip eventQ-svn-adapter-1.0.zip.

This will unpack the following into your hooks directory:

* LICENSE.ixt

+ README.txt

+ configdefaults.py

+ configwrapper.py

+ eventq_commit_gate_hook.py

+ orchestrator_commit_gate hook_snippet.sh
* pika/

» post-commit.bat.sample

» post_commit_orc_publish_amqp.conf.sample
* post_commit_orc_publish_amqp.py

Configuration

1. In a web browser, log into TeamForge EventQ as a privileged EventQ user and edit (or add) the
relevant Commit source you wish to associate with this Subversion repository. Manage Sources >
Toggle Commit > Add or Edit a Source > External repository

2. On the Edit Source page, locate the section titled “Adapter Configuration Information” and copy all
values; these values are used later in the configuration process.

3. Switch back to your command line console and copy
post_commit_orc_publish_amgp.conf.sample to
post_commit_orc_publish_amqgp.conf.

4. Edit post_commit_orc_publish_amqgp.conf and modify options for your specific installation, for
example:

» Logging Section
> filename — Full path to the desired log file, for example, C: \Temp\post-commit.loq.

IMPORTANT: Ensure that the log file exists, or create it, before proceeding to the next
step.
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o level — The logging level, which is one of these: debug , info, warning, error, or critical.
 svnlook Section
o svnlook — The path to your svnlook executable, for example,
C:\csvn\bin\svnlook.exe.
+ RabbitMQ (amgp) Section
o host — The hostname of the amqp server. Copy and paste the hosthame from the Queue
Server value from the Edit Source page in TeamForge EventQ.
o port — The port number of the amqp server (default is 5672). Copy and paste the port
number the Queue Server value from the Edit Source page in TeamForge EventQ.
o username — Username used to access the amqp server. Copy and paste the queue
username value from the Edit Source page in TeamForge EventQ.
o password — Password used to access the amqp server. Copy and paste the queue
password value from the Edit Source page in TeamForge EventQ.

NOTE: A RabbitMQ server is optionally set up during the installation process. The
installation process sets a default password for the eventq user and stores it for

reference in the following file on the RabbitMQ host (root access required): /opt/
collabnet/rabbitmqg/.rabbit_passwords

» TeamForge EventQ Section
o source_association_key — key provided by TeamForge EventQ. Copy and paste the
source association key value from the Edit Source page in TeamForge EventQ. For more
on association kys, see Source Association Keys.

Activate Post-commit Hook

1. Copy the post-commit.bat.sample to post-commit.bat.

2. Edit the post-commit.bat for your specific installation: set PYTHON_EXE to the full path to
python.exe executable. For CollabNet Subversion Edge, this is typically
C:\csvn\Python25\python.exe.

Related Links

* Installing Pika
* Implementing Repository Hooks
» Subversion Adapter FAQs
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Review Board Integration

The TeamForge EventQ-Review Board adapter enables communication between your Review Board server
and TeamForge EventQ.

The Review Board adapter is packaged as a Review Board extension, and once installed provides web-
based configuration inside Review Board.

The adapter supplies code review metadata for selected repositories to TeamForge EventQ. Code review
metadata is associated to the proper source using source association keys (see Source Association Keys).
Configuration therefore requires that the MQ server URL and credentials be supplied, along with the
appropriate source association key.

IMPORTANT: TeamForge EventQ-Review Board adapter supports Review Board v1.7 and later.

Install or Upgrade a Review Board Adapter on Mac OS X/
Linux

Install a Review Board adapter as a Review Board extension to retrieve code review data from instances of
Review Board 1.7 and later.

Minimum Requirements

* Review Board 1.7 or higher

* Python 2.6 or 2.7. Version 3.0 and later are not compatible.
* setuptools 2.1 or later

* pip 1.5-6.0.6 (6.0.7 has issues and is not supported)

1. Upgrade pip. Upgrade pip if you do not have the minimum required version.
sudo pip install --upgrade pip
2. Upgrade setuptools. Upgrade setuptools if you do not have the minimum required version.
sudo pip install --upgrade setuptools
3. Install or upgrade the TeamForge EventQ-Review Board adapter as a Review Board extension.
« Installation
o If your server has internet access, use the command below to install the EventQ adapter as
an extension.
sudo pip install --use-wheel --no-index --find-links=http://eventq
.collab.net/RHEL/6/x86_64/wheelhouse eventq_rb
o If your server cannot access the internet, see Install a Review Board Adapter Without
Internet Access instead.
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* Upgrade
> Add the -U flag to upgrade to the latest version of the Review Board adapter.
sudo pip install -U --use-wheel --no-index --find-links=http://eve
ntqg.collab.net/RHEL/6/x86_64/wheelhouse eventq_rb
4. Restart Review Board’s web server to register the newly installed EventQ adapter.

Install or Upgrade a Review Board Adapter Without Internet
Access

The following instructions pertain to situations where your Review Board server does not have outbound
access to the internet.

1. Contact the CollabNet Support to download the eventq_rb- [version] .zip archive file.

2. Extract the archive file on the target server.
unzip eventq_rb-[version].zip
3. Install or upgrade the TeamForge EventQ-Review Board adapter as a Review Board extension.
» Use the command below to install the EventQ adapter as an extension.
sudo pip install --use-wheel --no-index --find-links=PATH_TO_WHEELHOUS

E eventqg_rb

Where PATH_TO_WHEELHOUSE is the path to the directory where you unzipped the adapter file.
Suppose you unzipped the adapter file to the /tmp directory. In such a case, the
PATH_TO_WHEELHOUSE is /tmp.

Example:

sudo pip install --use-wheel --no-index --find-links=/home/myusername/
wheelhouse/ eventqg_rb

+ Add the -U flag to upgrade to the latest version of the Review Board adapter.
sudo pip install -U --use-wheel --no-index --find-links=PATH_TO_WHEELH

OUSE eventqg_rb
4. Restart Review Board’s web server to register the newly installed EventQ adapter.

Configure the Review Board Adapter (TeamForge
Integrated)

Configure a TeamForge-integrated Review Board adapter to retrieve code review metadata.

Once the adapter has been installed successfully, configure Review Board by following these steps. The
instructions below pertain to Review Board instances integrated with CollabNet TeamForge. See Configure
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the Review Board Adapter (Standalone) for configuration instructions when using a standalone version of
Review Board.

Navigate to Review Board Extension Administration

1. Log into TeamForge as a site-admin user.

2. Select Admin > Integrated Apps.

3. Select the Review Board option and click Administer. You should now see Review Board
administrative page.

4. Click Extensions from the menu bar to list your currently installed extensions. eventq-rb should be
listed.

5. Click Enable to activate the EventQ extension.

6. Click Configure on the eventq-rb extension.

The eventq-rb configuration page shows up. From here you can select and configure the repository
whose reviews you would like to push to an EventQ review source. To create a review source in
EventQ see: Manage Review Sources.

Configure a Review Board Respository

1. Select the repository from the Repository drop-down list.

2. Copy and paste the fields from the EventQ review source that you wish to associate to this repository.
3. Click Save.

4. Repeat steps 1 through 3 for each Review Board repository you wish to monitor in TeamForge EventQ.

Configure the Review Board Adapter (Standalone)

Configure a standalone instance of Review Board adapter to retrieve code review metadata.

Once the adapter has been installed successfully, configure Review Board by following these steps. The
instructions below pertain to standalone Review Board instances.

Navigate to Review Board Extension Administration

1. Log into your Review Board instance as a privileged user.

2. Click the Admin link to reach the administrative page.

3. Click Extensions on the menu bar to list your currently installed extensions. eventq-rb should be
listed.

4. Click Enable to activate the EventQ extension.
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5. Click Configure on the eventq-rb extension.

The eventqg-rb configuration page shows up. From here you can select and configure the repository
whose reviews you would like to push to an EventQ review source. To create a review source in
EventQ see: Manage Review Sources.

Configure a Review Board Respository

1. Select the repository from the Repository drop-down list.

2. Copy and paste the fields from the EventQ review source that you wish to associate to this repository.
3. Click Save.

4. Repeat steps 1 through 3 for each Review Board repository you wish to monitor in TeamForge EventQ.

[I:

EventQ provides a mechanism, allowing you to add relevant project tools to the TeamForge project context.
This is accomplished through—sources—which represent light-weith integrations to external products. Add
sources that populate activity streams with relevant activity data such as work item updates, commits, ClI
builds, and code reviews.

What is a Source?

TeamForge is an open development platform with a strong notion associations. Within TeamForge, any two
objects can be associated together, and when multiple associations are chained together, they create
“traceability”. But what about tools outside of TeamForge? EventQ provides just such a mechanism, allowing
you to add relevant project tools to the TeamForge project context. This is accomplished through—sources—
which represent light-weight integrations to external products. Once established, “sources” capture activity
data from external tools, bringing them into the TeamForge project context and associations fabric.

For work items, sources are issue trackers.

» For SCM commits, sources are defined as the code repository of interest.
For CI builds, sources are “jobs” or “build configurations”.

» For code reviews, sources are defined as the project or repository of interest.

How do Sources work?

Whenever an “activity” occurs in a tool that has been setup as a project source, a special “adapter” sends
notification of the activity to TeamForge EventQ. For example, if a specific Jenkins job is configured as a
source, build information will be sent to TeamForge EventQ when that Jenkins job is executed. The resulting
activity is mapped to the TeamForge project in question. A TeamForge project can have multiple sources, all
sending their activity data to the TeamForge project.
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Associations

TeamForge EventQ creates associations between activities such as reviews, commits, builds, and work
items.

Associations are relationships between activities like work items, commits, builds, and reviews. You can see
associations for a particular activity on its TeamForge EventQ detail page or create a traceability graph of
associations using the Trace associations button from an activity details page. Most associations in
TeamForge EventQ center around commits. That is, builds, work items, and reviews associate directly to
commits, while a build-to-review association are implied through a common commit.

Builds are associated to commits by the underlying Cl/build system. Typically, Cl/build systems obtain source
code from a target repository and build based on that specific revision of source code. TeamForge EventQ
therefore relies on the Cl/build system to report the associated revisions, which then get mapped as
associations between commits and builds in TeamForge EventQ.

Reviews associate to commits in one of two ways, depending on the process being employed and the source
code review product.

When creating code reviews, note that the code review’s repository URL must match the one specified while
configuring the related SCM source. Otherwise, TeamForge EventQ will not be able to register associations
between commits and reviews.

Work items can be directly associated to commits by referencing the work item artifact ID in the commit
message.

Source Association Keys

TeamForge EventQ uses source association keys to uniquely identify incoming data from activity sources
that it monitors.

Adapters supply data to TeamForge EventQ through the message queue (MQ) layer. When a relevant
activity occurs in source systems, TeamForge EventQ adapters generate a message with key metadata
about the activity and place that message on the designated MQ server. When TeamForge EventQ receives
the message, it must associate it to the proper source somehow. To do this, TeamForge EventQ supplies a
unique “source association key” for each external source created. Adapters must supply this unique source
association key with each message for the data to correlate with the appropriate project source.

Note that commit sources based on TeamForge project repositories do not need source associations keys
since they are internal and are identified by other means. All other sources require source association keys.
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Locate a Source Association Key

Source association key for existing activity sources are located on the corresponding source configuration
page.

1. From the activity stream, click Manage Sources.
2. Select the desired source type toggle. TeamForge EventQ displays all existing sources.
3. Click Edit on the source whose key you wish to obtain. You see the configuration page for the selected

source.
4. Locate the source association key for the selected source. On most browsers you can copy the key by

clicking the small clipboard icon.

Extensible Data Source (XDS) Overview

EventQ can be configured to accept data from a wide range of sources through the Extensible Data Source
(or XDS) feature. In addition to the stock activity APIs defined for commits, builds, reviews, and work items,
the XDS feature enables you to create your own activity APIs by defining an “XDS Schema” that describes
the expected activity message format for a particular tool or product domain in question. See Extend
TeamForge EventQ for more information.
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“XDS Sources” can be added to your project through the “Custom” source type. Once added, XDS activities
will be visible in the activity stream. XDS sources can also have associations just like any other source
resulting in traceability between XDS and other activities, even between multiple XDS sources. For more
information, see Manage XDS Sources.

Manage Build Sources

Add build sources to bring automated build job results into the TeamForge project and traceability context.

Build sources bring build/Cl data into EventQ for archival of metadata, participation in traceability, and activity
reporting.

Create or Find an Existing Tool to Group Your Build Source
Under

1. From the desired project context, navigate to Project Admin > Tools.

2. Determine whether a Tool exists that represents a logical container for your desired source. For
instance, if you are adding a Jenkins source, look for a tool representing the instance of Jenkins in
question.

1. If a tool exists already, click the tool’s title to edit the tool.
2. If a tool does not exist, click Add Tool.

Edit an Existing Build Source

1. To edit an existing build source, find the Data Source in the list of sources associated with the tool. You
can edit the display name or associate a different commit source for this build source. If you do not
select a commit source, no associations will be drawn for the build activities coming from this build
source. TeamForge displays a warning if a build source is not associated with a commit source. See
Manage Commit Sources.

2. Click Update to save your changes.

NOTE: While editing an existing source configuration, you can toggle a source from Active to
Inactive, which will stop TeamForge from collecting data from that source; toggle back to
Active to resume data collection from the source.
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Create a New Build Source

1. If this is a new tool, first select the Tool Type from the drop-down list. For instance, if you're adding a
Jenkins tool instance, select Jenkins.
2. Select the Include Traceability check box. A blank data source appears. If this is an existing tool with
existing sources, click the Data Source + (Add Source) icon to add a new blank source.
1. Provide a display name for the build source. This display name will help you differentiate the
source in lists throughout the user interfaces. The display name can be up to 100 alphanumeric
characters in length.

2. Select a commit source. Select the commit source from the list of existing commit sources (or
create a new one).

»" You must select a commit source from the list of existing commit sources to let TeamForge
create associations between your build and commit activities.

=" If you do not select a commit source, no associations will be drawn for the build activities
coming from this build source. TeamForge displays a warning if a build source is not associated
with a commit source. See Manage Commit Sources for more information about adding a commit

source.

»" For most source types, TeamForge generates a unique “source association key”. The source
association key uniquely identifies and helps route data from sources properly in TeamForge. You
must supply this string while configuring adapters for most source types. You can copy the key by
clicking on the small clipboard icon. No association key is necessary when you configure a
TeamForge project code repository, though.

3. Click Update.

TeamForge saves the new build source and activates it.

Manage Review Sources

Add review sources to bring code reviews into the TeamForge project and traceability context.

Review sources bring code review data into EventQ for archival of meta data, participation in traceability, and
activity reporting.
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Create or Find an Existing Tool to Group Your Review
Source Under

1. From the desired project context, navigate to Project Admin > Tools.

2. Determine whether a tool exists that represents a logical container for your desired source. For
instance, if you are adding a Review Board source, look for a tool representing the instance of Review
Board in question.

1. If a tool exists already, click the tool’s title to edit the tool.
2. If a tool does not exist, click Add Tool.

Edit an Existing Review Source

1. To edit an existing review source, locate the Data Source in question on the Edit Tool screen. You can
edit the display name or commit association prefix for this source.

2. Click Update to save your changes.

NOTE: While editing an existing source configuration, you can toggle a source from Active to
Inactive, which will stop TeamForge from collecting data from that source; toggle back to
Active to resume data collection from the source.

Create a New Review Source

1. If this is a new tool, first select the Tool Type from the drop-down list. For instance, if you're adding a
Review Board tool instance, select Review Board.

2. Select the Include Traceability check box. A blank data source appears. If this is an existing tool with
existing sources, click the Data Source + (Add Source) icon to add a new blank source.

1. Provide a display name for the review source. This display name will help you differentiate the
source in lists throughout the user interfaces. The display name can be up to 100 alphanumeric
characters in length.

2. Enter the Commit Association Prefix. This prefix is used to associate code commits with code
reviews using the commit message. To associate a review with a code commit, you must enter
the association prefix and review ID in the commit message in this format:

[key:review_ID]

Where key is any alphanumeric string. A commit association key may be up to 20 characters,
including alphanumeric and underscore (“_") characters.
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3. Click Update.

TeamForge saves the new review source, and activates it.

Manage Commit Sources

Commit sources enable your external repositories to participate in traceability.

Commit sources bring commit data into TeamForge for archival of metadata, participation in traceability, and
activity reporting.

NOTE: TeamForge Project SCM repositories are added automatically as sources, both on upgrade and
when new repositories are defined in the TeamForge project context.

Create or Find an Existing Tool to Group Your Commit
Source Under

1. From the desired project context, navigate to Project Admin > Tools.

2. Determine whether a tool exists that represents a logical container for your desired source. For
instance, if you are adding a source to represent an external Git repository, look for a tool representing
the Git server in question.

1. If a tool exists already, click the tool’s title to edit the tool.
2. If a tool does not exist, click Add Tool.

Edit an Existing Commit Source

1. To edit an existing commit source, locate the Data Source in question on the Edit Tool screen. You
can edit the display name for any commit source. Commit sources can be defined with one of two
repository types:

* Project repositories: housed within TeamForge projects.

» External repositories: housed outside of TeamForge projects.

WARNING: Once defined, you cannot switch the repository type. For external repositories,
you can edit the repository URL. For project repositories, Source Code view permission is
required and once selected and saved to a source, the project repository selection may not
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be altered. To work around this constraint, create a new source with a new repository and
deactivate the old source.

2. Click Update to save your changes.

NOTE: While editing an existing source configuration, you can toggle a source from Active to
Inactive, which will stop TeamForge from collecting data from that source; toggle back to
Active to resume data collection from the source.

Create a New Commit Source

1. If this is a new tool, first select the Tool Type from the drop-down list. For instance, if you're adding an
external Git tool instance, select External Git.
2. Select the Include Traceability check box. A blank data source appears. If this is an existing tool with
existing sources, click the Data Source + (Add Source) icon to add a new blank source.
1. Provide a display name for the commit source. This display name will help you differentiate the
source throughout the user interfaces where this source appears. The display hame can be up to
100 alphanumeric characters in length.
2. Select the repository type. Your source may be either a TeamForge project repository or an
“external” repository.
» Project repositories: housed within TeamForge projects.
» External repositories: housed outside of TeamForge projects.

NOTE: Sources for Project repositories are created automatically.You need Source Code
View permission to see available project repositories.

3. For External repositories, enter your repository URL. This is likely the URI used to check out code

or a WebDAV-enabled URL.
* For Subversion repositories: run the svn info command inside the working copy and

copy/paste the value of the “URL” field.

* For Git repositories: run the git remote show origin inside the working tree and
use the value of the “Fetch URL” field, without the “username@”.

For example, if your Subversion repository URL is set to https://forge.example.com/svn/
repos/myproject, TeamForge EventQ collects messages from the “myproject” repository and
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all repositories under “myproject” such as https://forge.example.com/svn/repos/myproject/
branches/mybranch.

3. Click Update.

TeamForge saves the new commit source, and activates it.

NOTE: TeamForge EventQ displays all the defined sources for a step in the order in which they
were defined.

Manage Work Item Sources

Add work item sources to tickets, issues, defects and other work items to bring work items into the
TeamForge project and traceability context.

Work item sources bring tracker data into TeamForge for archival of metadata, participation in traceability,

and activity reporting.

NOTE: TeamForge trackers are added automatically as sources, both on upgrade and when new
trackers are defined in the TeamForge project context.

Create or Find an Existing Tool to Group Your Work Item
Source Under

1. From the desired project context, navigate to Project Admin > Tools.

2. Determine whether a tool exists that represents a logical container for your desired source. For
instance, if you are adding a JIRA® source, look for a tool representing the instance of JIRA in
question.

1. If a tool exists already, click the tool’s title to edit the tool.
2. If a tool does not exist, click Add Tool.

Edit an Existing Work Item Source

1. To edit an existing work item source, locate the Data Source in question on the Edit Tool screen. You
can edit the display name, while all other properties are system defined.

2. Click Update to save your changes.
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NOTE: While editing an existing source configuration, you can toggle a source from Active to
Inactive, which will stop TeamForge from collecting data from that source; toggle back to
Active to resume data collection from the source.

Create a New Work ltem Source

1. If this is a new tool, first select the Tool Type from the drop-down list. For instance, if you're adding an
external JIRA Tool instance, select the appropriate Tool Type.
2. Select the Include Traceability check box. A blank data source appears. If this is an existing tool with
existing sources, click the Data Source + (Add Source) icon to add a new blank source.
1. Provide a display name for the work item source. This display name will help you differentiate the
source throughout the user interfaces where this source appears. The display hame can be up to
100 alphanumeric characters in length.

3. Click Update.

TeamForge EventQ saves the new work item source, and activates it.

Manage XDS Sources

Add Extensible Data Sources (XDS) to bring a wide variety of tools into the TeamForge project and
traceability context.

XDS sources provide a means to integrate tools that do not fall under the stock activity classes (commit,
build, review, and work item). You can add XDS sources to represent a wide range of tools and product
domains.

Create or Find an Existing Tool to Group Your XDS Source
Under

1. From the desired project context, navigate to Project Admin > Tools.
2. Determine whether a tool exists that represents a logical container for your desired source. If you are
adding a Chef™ source, look for a tool representing the Chef instance in question.
1. If a tool exists already, click the tool’s title to edit the tool.
2. If a tool does not exist, click Add Tool.
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Edit an Existing XDS Source

1. To edit an existing XDS source, locate the Data Source in question on the Edit Tool screen. You can
edit the display name, look and feel, and tags. If you save an XDS source without defining the
Associated Source, you may edit the XDS source later and add an Associated Source. Once the
Associated Source has been defined it may not be altered.

2. Click Update to save your changes.

NOTE: While editing an existing source configuration, you can toggle a source from Active to
Inactive, which will stop TeamForge from collecting data from that source; toggle back to
Active to resume data collection from the source.

Create a New XDS Source

1. If this is a new tool, first select the Tool Type from the drop-down list. For instance, if you're adding a
Nexus tool instance, select the matching XDS Schema name from the drop-down list. Alternatively,
select Other if no applicable choice exists yet.

2. Select the Include Traceability check box. A blank data source appears. If this is an existing tool with
existing sources, click the Data Source + (Add Source) icon to add a new blank source.

1. Provide a display name for the XDS source that is depicted on all TeamForge EventQ user
interfaces. The display name can be up to 100 alphanumeric characters in length.

2. Select an icon and set the icon background color to differentiate your source visually.

3. Select an Associated Source.

» Select a source from the list of existing sources. TeamForge EventQ associates activities
from the XDS source to the selected source. For instance, if you want the XDS source in
question to associate to builds from job XYZ, select the source corresponding to job XYZ in
the Associated Source drop-down list.

* If you do not select an associated source, no associations will be drawn to the activities
coming from this XDS source.

4. Add tags to the Source as a means to organize and categorize XDS Sources. Tags are
particularly useful as filters for reporting via the Reporting API.

WARNING: Tags are shared across the entire site. Exercise caution so that no superfluous
tags are created which may make reporting more difficult.
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3. Click Update.

TeamForge EventQ saves the new custom source, and activates it.

[I:

The Activity Stream provides a feed of recent activities and updates from within the TeamForge project
context. Activities include Tracker, Source Code, and external activities via EventQ sources.

Overview

The Activity Stream is a feed of recent project activities, listed in reverse chronological order (newest
activities on top). There is one activity stream per TeamForge project. The Activity Stream is useful to keep
apprised of recent project updates without switching your context.

The Activity Stream includes events from:

» Tracker

» Source Code (Git and Subversion)

» Pull Request and Gerrit code reviews

+ All configured EventQ activity sources (for example, Jenkins, JIRA®, Chef, Nexus, Testlink,
Reviewboard, and so on)

Usage

The Activity Stream is activated by clicking the “Activity Stream” icon in the TeamForge header (only
available in a project context).

JumptoID v pagel053 o}

WARNING: In a distributed TeamForge setup where TeamForge and EventQ run on separate servers,
you must make sure that there are no time-synchronization issues. If you see the following error
message when you click the Activity Stream icon, check if the servers are in sync with network’s time.
Please contact your system Administrator. Something went wrong.

When activated, the Activity Stream expands and lays over the page content, anchored to the right side of
the browser. Activities appear in reverse chronological order (newest at the top) and are scrollable. As you
scroll near the bottom, additional activities load automatically providing more scrolling real estate (and so
on).
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Q= orch_demo v Source Code ::: JumptoiDv  [RESEEE]

orch_demo / Source Code / orc_demo_gitl / orch_demo
VIEW CHANGES GRAPH BRANCHES REVIEWS SETTI artf1878: Reclassify all forms a...
Open
@ assigned;
>
Commits on 07/15/2016 Status updated;

% b80f49f: first git commitl
Authored 07/15/2016 10:06 am PDT (4 days ago ) by Jay Chung (3 artf1877: delete test

Open
assigned;

m 7900c7c: Initial empty repository Deleted updated;
@ Authored 07/15/2016 4:37 am PDT (4 days ago ) by SCM Administrator — Committed 07/15/2016

[ artf1877: delete test
Open

assigned;

Status updated;

© 2016 Colli

f2) 5789183: orc_demo_gitl

A

Each activity represents a distinct event in TeamForge and integrated tools. When available, you can click
links and they will open the object in question in a new tab. You will see a notice in your Activity Stream when
new activities occur. Click the notice to new activities.
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reps1ll3

orch_demo

SETTY
Open

Vlateld assigned;

Status updated;

Click the Activity Stream icon in the header a second time to collapse the Activity Stream.

IMPORTANT: Users must have the EventQ PIPELINE READ permission to access the Activity Stream.

[I:

Manage the TeamForge EventQ server-side components.

The scope of this topic is limited to key administrative features like starting/stopping services, log locations,
and so on. Administration and configuration of dependent services (e.g., nginx, MongoDB, RabbitMQ) is not
covered; see respective product documentation. It is assumed that as TeamForge EventQ administrator you
are familiar with basic Linux administration commands and terminology.

Background Services

TeamForge EventQ installs and starts six background services on the App server. Each service is managed
using init scripts, which are installed and started as part of the installation process. Init scripts are all located
in /etc/init.d/ on the respective hosts. Once started, each service creates a pid file.

Init Script PID File Host Description

collabnet-mongod Ivar/run/collabnet-mongodb/mongodb.pid = DB server Database service
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Init Script PID File Host Description

collabnet-nginx Ivar/run/collabnet-nginx/nginx.pid App server  Web and application server

collabnet-rabbitmqg-server  /var/run/collabnet-rabbitmg/rabbitmq.pid MQ server  AMQP message service

collabnet-redis Ivar/run/collabnet-redis/redis.pid App server Internal job queue service

eventg-ctf-jobs /var/run/eventg/ctf_job_runner.pid App server  Background communication with
TeamForge

eventg-queue-commit /var/run/eventg/scm_queue.pid App server  Processes message from commit queue

eventg-queue-build /var/run/eventg/build_queue.pid App server = Processes message from build queue

eventg-queue-review /var/run/eventg/review_queue.pid App server  Processes message from review queue

Starting and Stopping Services

Use the init scripts to start, stop, restart, or get status on a service individually.

status Is the process currently running? Does it have a PID (even if it's not running - e.g. in the case of
a crash)

start Starts the process

stop Stop the process

restart Stop and then start the process

Example Usage

sudo service eventg-queue-commit restart
While each service can be managed individually, the eventq init script will start and stop all App server
services: /etc/init.d/eventq Example Usage shell sudo service eventq start '

Service Administration Passwords

During the installation of TeamForge EventQ, if RabbitMQ and MongoDB were installed as part of the
installation process then the administrative passwords have been written to disk for reference:

« DB server: /opt/collabnet/mongodb/.mongo_passwords
« MQ server: /opt/collabnet/rabbitmg/.rabbit_passwords

Log Files

The following log files are relevant to TeamForge EventQ services and may be useful for debugging. Log
rotation on all log files is enabled by default.
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EventQ Application Server Logs

* The server.log is the main log file for TeamForge EventQ, detailing the server’s page serves and
any errors that EventQ may encounter. It relates to the Phusion Passenger service, which is started
with nginx. (/var/log/eventq/)

° build_queue.log
o ctf_job_runner.log
° nginx-error.log
° nginx.log
° review_queue.log
o scm_queue.log
o server.log
* Redis Log: /var/log/collabnet-redis/
o redis.log
« MongoDB Server Log: /var/log/collabnet-mongodb/
o mongodb.log
- RabbitMQ Server Log: /var/log/collabnet-rabbitmg/
° rabbit@localhost.log
o rabbit@localhost-sasl.log
o startup_err
o startup_log

Monitoring TeamForge EventQ with New Relic

TeamForge EventQ may be configured for monitoring using New Relic, a third party service.

This section discusses how to set up monitoring of TeamForge EventQ using a third party product, New
Relic. Once set up, configure New Relic to alert you of outages, monitor application performance, observe
errors, and so on. It is assumed that you have a New Relic account and license key ready for use.

NOTE: New Relic is not affiliated with CollabNet and may cost you for usage of their services.

1. Create a New Relic account and obtain your license key. If you haven’t done so already, create an
account on the New Relic web site. Obtain the license key associated with your account.

2. Contact CollabNet Support and request the TeamForge EventQ New Relic monitoring script.

3. Copy the New Relic script onto the TeamForge EventQ application server host (App server).
cp newrelic.sh /tmp cd /tmp chmod 755 newrelic.sh

4. Execute the New Relic script with root privileges, passing your license key as an argument.
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sudo ./newrelic.sh LICENSE_KEY
Where LICENSE _KEY is replaced with your New Relic provided license key.

After a few moments, your New Relic account will reflect the TeamForge EventQ server. Follow New
Relic’s instructions for setting up monitoring, alerts or other desired functionality.

[I:
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TeamForge supports integration with Git, a distributed version control tool powered by Gerrit.

Although Git is the world’s leading distributed version control system, the enterprise has been slow and
tentative in its adoption. Concerned with security breaches, compliance violations and lack of governance,
many organizations have chosen to take a “wait and see” approach. With TeamForge, Git is ready for the
enterprise. TeamForge lets you realize all the benefits of Git while ensuring the security, governance and
manageability your business demands. With TeamForge, you can even manage Git and Subversion
together, within each individual project.

Gerrit is an open source code review system designed to work with Git. Gerrit supports various access
control mechanisms. The TeamForge Git integration uses Gerrit as a vehicle to bring TeamForge project
roles and permissions into Git.

Gerrit Team

© git

Protection

v Basic SCM features jc de Quali

A i ode Quality

i :fl:iengmei v Advanced Git security v Control

P G::hssbengne v Git Projects organization v" |T standard compliance
v Code-review v ALM integration
v Replication v' Hybrid SCM

Install or Upgrade TeamForge-Git Integration

You can install Git on the TeamForge Application Server or on a separate server dedicated for SCM. For
more information about installing and upgrading Git, see TeamForge install and upgrade instructions.

Git Integration Blog Posts

You can also read the CollabNet blog posts on Git and follow the latest developments in the CollabNet
TeamForge-Git integration space.

Add Git as a Linked Application

Once you have installed Git, you can add Git as a linked application on your TeamForge site.
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»" In TeamForge 7.2 and later versions, installing Git for the first time creates a site-wide linked application
automatically.

»" In TeamForge 8.0 and later versions, in addition to a site-wide linked application, a project-wide linked
application is also created for projects in TeamForge that have at least one CVS repository.

«»" However, this behavior can be controlled by the teamforge.createTFProjectLinkedApps Gerrit
config (gerrit.config) property.

1. Setup the URL http://<TEAMFORGEHOSTNAME>/gerrit/sso/.

NOTE: The / at the end of the URL matters. Make sure you have it.

2. Forinstructions on setting up a site-wide linked application in TeamForge, see Create a Site-wide

Linked Application.

Here’s an example for Git:

€2 Admin ~ Integrations ::: JumptolD v _ Q

Site Administration

Create Site-wide Linked Application

The site-wide linked application will appear in the TeamForge main navigation.

APPLICATION NAME:* Git
URL:" http://cu348.cloud.maa.collab.net/gerrit/sso
OPEN LINK IN: Same Window
New Window
OIFrarr'e
SINGLE SIGN ON ENABLED:

A link for Git is added to the More menu in your TeamForge navigation bar.
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Admin ~ Integrations ::: JumptolD v

My Workspace

Admin

My Recently Viewed

My Recently Edited OPEN LINK

More

Clicking Git displays the Git console in the main TeamForge window.

lllustrations on TeamForge-Gerrit Communication

The following illustrations help you understand the communication flow between TeamForge and Gerritin a
single host and distributed environments.
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TeamForge and Git/Gerrit on a Single Host

TeamForge App co-hosted with Git Integration

Q- Team
HTTP(S) request T
(80/443) Internal Communication
Apache o
[so;4f;) - External Communication
=) —_
0 —_ =
g| g| &
B =) )
Ll [+3] —
3 g
=) T 7
= = &
E < ()
=
@ 2 =
SSH Request Y Y
(29418)
-_—>
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TeamForge and Git/Gerrit in a Distributed Two-server Setup

TeamForge App & Git Integration Hosted on Different Hosts

~

<> Teans

REST Calls
(80/443)

A

Apache
(80/443)

A

SOAP calls
(80/443)

Internal Communication

External Communication
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TeamForge, Git/Gerrit and Replica Server in a Three-server
Distributed Setup

TeamForge App & Git Integration Hosted on a Different Host with Replication Server on Yet Another Host

\ === |nternal Communication
REST Call
. Team (30/44:)5 = External Communication
SOAP Calls *;Erzf; request
(80/443) (80/443)
Apache €
(80/443) HTTP(S) request
A (80/443)
v 7
Apache \ Apache \
(80/443) /' (80/443)
5 g = g
8 ] 8 e
= z g r
wn ™ = w©
=) 3 =
= H = S
3 ’ E 5
SOAP calls v Y P SSH Request Yy ¥
(80/443) & (29418) "
Gerrit >  Gerrit
A

—

[I:

On sites distributed across multiple geographic locations, Git Replica Servers are local and remote mirror
servers that can provide up-to-date copies of the central repositories. If set up, Git Replica Servers can
address load balancing and fetch performance issues. You can set up one or more Git Replica Servers (also
referred to as slave or mirror servers) with TeamForge 8.1 and later.

Set up a Git Replica Server

* A Git Replica Server has one and only one master Git server.

* It's not possible to set up both Git master and slave on the same server. However, you can have
multiple master and slave servers in your TeamForge environment.

* Git replication servers can be set up with TeamForge 8.1 or later only.
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You can have your master Git integration server installed on the TeamForge Application Server or on a
separate server dedicated to Git/SCM integration.

TeamForge App Server

~

& git

=

Git Replica Server

O git
Replica

TeamForge and Git (master) on the Same Server
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TeamForge App Server
N
Team
J Git Replica Server
Team ' _ © git
Y git Replica
TeamForge SCM /

Git Integration Server

TeamForge and Git (master) on Separate Servers
Before You Begin

» Make sure you have upgraded your Git integration to TeamForge-Git v8.4.6 or later.
» Have the master Git integration server’'s externalSystemId handy.

Open the /opt/collabnet/gerrit/etc/gerrit.config file on the master Git integration
server and note down the externalSystemId from the [teamforge] section.

Alternatively, log on to the TeamForge Application Server as a Site Administrator, click Admin >
Integrations > SCM Integrations, select the master Git integration server, click Edit and look for a
token such as exsy####, for example exsyl002, in the browser URL. This is the external system ID
of your Git integration server.

» Open the TeamForge Application Server's site-options.conf file and keep the values of the

following tokens handy.
SCM_DEFAULT_SHARED_SECRET=
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Note down the values of the following tokens if and only if obfuscation is enabled
(OBFUSCATION_ENABLED=true):

OBFUSCATION_ENABLED=
OBFUSCATION_KEY=
OBFUSCATION_PREFIX=
AUTO_DATA=

1. Install Red Hat Enterprise Linux/CentOS 7.6 and log on as root.

The host must be registered with the Red Hat Network if you are using Red Hat Enterprise Linux.

See the Red Hat Installation Guide for help.
2. Check your basic networking setup. See Set up Networking for more information.
3. Upgrade the operating system packages.

yum upgrade

4. Reboot the server.
reboot

5. Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
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* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL - CDROM]
name=RHEL CDRom
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baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr
6. Install the Git packages.
yum install teamforge-git
7. Setupthe site-options.conT tokens for the Git Replica Server.
vi /opt/collabnet/teamforge/etc/site-options.conf
It is assumed that:

" my.app.domain.comis the Fully Qualified Domain Name (FQDN) of your TeamForge
Application Server.

" my.git.domain.comis the Fully Qualified Domain Name (FQDN) of your Git Integration Server.

%" my.gitreplica.domain.com is the Fully Qualified Domain Name (FQDN) of your Git Replica
Server.

1. Set up the SERVICES tokens.
my.gitreplica.domain.com:SERVICES=gerrit gerrit-database
my.app.domain.com:SERVICES=ctfcore ctfcore-database ctfcore-datamart e
t1l search subversion cvs binary binary-database

2. Turn on the SSL for your site by editing the relevant variables in the site-options.conf file.
To generate the SSL certificates, see Generate SSL Certificates.
SSL=on
SSL_CERT_FILE=
SSL_KEY_FILE=
SSL_CHAIN_FILE=

* The SSL_CHAIN_FILE is optional.

« If you use certificates that are generated in-house, self-signed, or signed by a non-
established Certificate Authority, they must be registered with each client system that will
connect to the TeamForge server.

 For the setup discussed in this topic, add the certificate of my.app.domain. com to the

JVMof my.git.domain.comand my.gitreplica.domain.com. In addition, add the
certificate of my.gitreplica.domain.com to the JVM of my.git.domain.com. Click
here for more information.

3. Set the gerrit replication server mode.
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GERRIT_REPLICATION_MODE=slave

4. Set the external system ID of the master Git integration server.
GERRIT_REPLICATION_MASTER_EXTERNAL_SYSTEM_ID=exsy####

5. Set the obfuscation related tokens.
6. Save the site-options.conf file.

8. Provision services.
teamforge provision

Now, the gerrit service is running in replica mode. You can now find the newly created Git Replica Server
listed on TeamForge Application Server by accessing the following url: http://<TF_HOST>/sf/
sfmain/do/listSystems.

Once you have set up one or more Git Replica Servers, you can replicate repositories.

Upgrade Git Replica Servers

IMPORTANT: When upgrading TeamForge-Git integration servers, it is important that Git master and
slave servers are upgraded to the same version of TeamForge-Git integration. On sites with Git Replica
Servers, you must upgrade the Git Replica Servers first and then upgrade the master Git servers. For
more information about upgrading master Git servers, see TeamForge upgrade instructions.

To upgrade existing Git Replica Servers:

1. Log on to the Git Replica Server and move the existing TeamForge repository from /etc/
yum.repos.d.

2. Remove the collabnet-teamforge-internal-repo.rpm.
yum erase collabnet-teamforge-internal-repo rpm

3. Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all
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TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/
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If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr
4. Refresh your repository cache.
yum clean all
5. Upgrade the Git packages.
yum install teamforge-git
6. Provision services.
teamforge provision

Replicate Repositories with Git Replica Servers

It is assumed that you already have one or more Teamforge projects that consists of one or more Git
repositories that you want to replicate.

1. To start replicating a repository—go to the TeamForge project—select the Git repository you want to
replicate, select the Settings tab and then select the Replicas tab.
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VIEW CHAMNGES GRAPH BRANCHES TAGS IEVIEWS SEARC SETTINGS
General Policies Replicas

Replica servers hosting repository: git-help-en

Mo results. -

Reset

Available Replica Servers

Status Name Hostname/IP address Description Owner

- eu-mirror eu-mirror.collab.net Replica server in Digital Ocean  scmadmin

Frankfurt Germany data center

 d maa-mirror git-maa.collab.net local (MAA DC) mirror to reduce  scmadmin Ad
git server load

This page lists the available Git Replica Servers.

2. From the list of Replica Servers, click the Add button of one or more Replica Servers to have the
server(s) replicate the selected repository.

VIEW CHANGES GRAPH BRANCHES TAGS REVIEWS SEARCH SETTINGS
General Policies Replicas

Replica servers hosting repository: git-help-en

Status Name Hostname/IP address Description Owner

5o} maa-mirror git-maa.collab.net local (MAA DC) mirror to reduce gitscmadmin ]ﬁ[
server load

Available Replica Servers

Status Name Hostname/IP address Description Owner

3 eu-mirror eu-mirror.collab.net Replica server in Digital Ocean scmadmin

Frankfurt Germany data center

3. Click Save.
4. Push a commit and verify if it's replicated on the Replica Servers.

Related Links

» Replicate a Subversion Repository

[I:

Git Large File Storage (LFS) is a Git extension for versioning large files. Git LFS replaces large files such as
audio samples, videos, datasets, and graphics with text pointers inside Git, while storing the file contents on
a separate server (typically a remote server).
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LFS is supported by TeamForge-Git/Gerrit integration 16.7.10-2.13.2 and later. LFS is controlled by two
levels of configuration in TeamForge. First, integration level LFS configuration that provides default values for
a given Gerrit instance. Second, repository level LFS configuration, which by default derives system level
configuration that can be further adjusted.

In practice, it is assumed that the Gerrit integration server is LFS ready by default and one (Project Owner/
Site Admin) decides on enabling LFS at the repository level with or without maximum object size limitation.

This configuration scenario supports a model where LFS is enabled for specific repositories only while the
rest of the system remains unaffected.

Enable LFS for a Repository

You can enable LFS for both existing and new repositories.

This section provides instructions to set up LFS for both exiting and new repositories.

Setting up LFS for Existing Repositories

1. Log on to TeamForge, select Project Home > Source Code, and select (click) a repository.
2. Select Settings > Polices.

3. To enable LFS, you must select the values for MAX LFS OBJECT SIZE and GIT LFS ENABLED
fields.
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test-project / Source Code / test_repo

CHANGES GRAPH BRANCHES REVIEWS SETTINGS a
General Policies
DEFAULT BRANCH master &
PROTECT HISTORY: Save

REPOSITORY No review

CATEGORY: el

Mandatory code review
° Optional code review

Pull request

Custom

REVIEW RULES: Default A

Default rules for repository category apply.

SUBMIT TYPE:

<«

GIT LFS ENABLED: Inherited (false)

©

MAX LFS OBJECT SIZE: Inherited (READ_ONLY) 4

ASSOCIATION: Required on commit
Artifact must be in open state

Pusher must own artifact

MONITORING: Hide details in monitoring messages

MAX LFS OBJECT SIZE (required field)

Select one of the values: Inherited, Unlimited, Read-onlyorLimited to.

By default Inherited value is READ_ONLY. It means that once LFS data is pushed into repository it is
always available for fetch/clone operation. Even if you switch to Unlimited, for example, and then
decide to go back to READ_ONLY at a later point in time for a given repository or integration,
repository consistency is preserved and data would always be available. This is necessary to prevent
situations where crucial binary data is always readable unless you rewrite the repository history to
render such binary data unavailable. Select:

* Inherited that makes this repository inherit the default Git-integration settings. Note that in case
of Inherited, current default integration setting is shown for your reference.

» Unlimited to support unlimited object size (size is not proactively limited by Gerrit but space
availability still applies).

 Limited to limit maximum object size to a reasonable value, for example, 100MB.

» Read-only that turns LFS in this repository to read-only mode.
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GIT LFS ENABLED (optional field)

Select one of the values: Inherited, true or false.

The inherited value is false by default. LFS is served from master Gerrit instance over HTTP/HTTPS

protocol and therefore you must enable this parameter to extend the checkout URLs with LFS specific

part for SSH protocol and replication. This is required as the LFS client, by default, uses the same URL
(derives the protocol from it) that is used for fetch/clone/push operations, while pointing to the master
Gerrit instance over HTTP/HTTPS to read/write data.

The following illustration shows a typical LFS configuration where the MAX LFS OBJECT SIZE is
limited to 100 MB for a repository that’s server over SSH:

test-project / Source Code / test_repo

VIEW CHANGES

General

DEFAULT BRANCH

PROTECT HISTORY:

REPOSITORY
CATEGORY:

REVIEW RULES:

SUBMIT TYPE:

GIT LFS ENABLED:

MAX LFS OBJECT SIZE:

ASSOCIATION:

MONITORING:

GRAPH BRANCHES REVIEWS

Policies

master &
No review
Mandatory code review
© optional code review
Pull request

Custom
Default S

Default rules for repository category apply.

<«

true o

Limited to 4 | 100 MB %

Required on commit
Artifact must be in open state

Pusher must own artifact

Hide details in monitoring messages

SETTINGS

Reset

Setting up LFS When You Create a New Repository

1. Log on to TeamForge, select Project Home > Source Code, and click Create Repository.
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Create Repository

SERVER:* Git A
REPOSITORY NAME:*
DISPLAY NAME:

DESCRIPTION:

REPOSITORY CATEGORY ° Mo review
Pull request
Optional review

Mandatory review

Custom
PROTECT HISTORY:
LFS ENABLED: Inherited (false) A
MAX LFS OBJECT SIZE: Inherited (READ_OMLY) v
ASSOCIATION: Reqguired on Commit
HIDE DETAILS IN MONITORING MESSAGES:
AVAILABLE IN SEARCH RESULTS:

o | o

2. Select the values for MAX LFS OBJECT SIZE and GIT LFS ENABLED fields while creating the new
repository and click Save.

Set up LFS Client and Work with Large Files

Download the Git LFS client for your platform. These instructions are valid for Git LFS client 1.3 and later.
The checkout URLs are automatically extended with LFS part and you do not have to modify the checkout
URL manually to have it working out of the box for SSH protocol or replication scenarios.
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For downloading Git LFS client, see Git Large File Storage page.

Working with LFS over HTTP/HTTPS (Without Replication)

1. Use extended checkout URL. Example:

git clone -c

"1fs.url=http://product_developeramain.server.collab.net/gerrit/test
_repo.git/info/lfs’

ssh://product_developeragerrit.server.collab.net:29418/test_repo &&
cd "test_repo” && qgit

config user.name "Nancy S." && git config user.email "nancyaexample.
com” && git config

url."ssh://gerrit.server.collab.net:29418".instead0f "ssh://main.ser
ver.collab.net:29418"

&% git config url."ssh://product_developeragerrit.server.collab.net:
29418" .insteadOf

"ssh://product_developeramain.server.collab.net:29418" && git config

url."ssh://product_developeramain.server.collab.net:29418" .pushInste

adOf

"ssh://product_developeragerrit.server.collab.net:29418" && scp -P 2
9418

product_developeragerrit.server.collab.net:hooks/commit-msg .git/hoo
ks/

2. Select the file types you'd like Git LFS to manage. You can configure additional file extensions anytime.
The following command tracks all . jpg images in a given working directory.

git 1fs track *.jpg
3. Create a commit by adding the binary file and the technical file (. gitattributes) that is modified by
Git LFS client.
git add IMG_0036.jpg .gitattributes
4. Commit and push the file(s) to the remote repository.
git commit -sm 'This is LFS test' && git push origin HEAD:master

The binary file that is successfully pushed to LFS manifests itself by having a reference file committed
to Gerrit and you can check its content by going to TeamForge code browser for the given repository.
Here is an example reference file. It contains Git LFS protocol version specification along with Git LFS
object SHA and its size.
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test-project / Source Code / test_repo

VIEW CHANGES GRAPH BRANCHES REVIEWS SETTINGS a
a87ef86: This is LFS test oA
Authored 10/24/2016 4:23 pm UTC (4 minutes ago ) by Nancy S

This is LFS test

Change-Id: 1408b257765f0e8b18b2583e5418f8c35ec220f78
Signed-off-by: Nancy S <nancy@example.com>

3‘9 master

So Associations v
@) .gitattributes U X v
@) IMG_0036.jpg unified @ side-by-side 0}3 X A

1 version https://git-1fs.github.com/spec/vl

2 oid sha256:b5a0872ce5f5c92bc71laef3d482f6laa’
ddealfdala5f93e3e6defcdb0113237

3 size 106977

[I:
You can control all Gerrit Code Review features directly from TeamForge by specifying a code review policy.

For more information on Gerrit Code Review, see the Gerrit documentation.

The following code review policy options are supported:

* No review: All Gerrit review features are turned off and read/write access is enforced. This is the
default option.

* Mandatory review: All code changes must be reviewed and read/write access is enforced.

+ Optional review: The review feature is turned on but can be bypassed if necessary; read/write access
is enforced.

* Pull request review: Pull requests allow developers to collaborate with each other on a code change
before merging it into another branch on a Git repository. Using a pull request, you notify others about a
feature or fix change that needs attention.

» Custom: Access rights must be set manually in the Gerrit web interface; they will not be overridden by
TeamForge. This specification is intended for advanced users who are familiar with Gerrit access rights
and want to turn off “auto pilot”.

+ User-defined review: You can add your own categories, if you have access to the
TeamForgeGerritMappings.xml file. For more information on adding a user-defined repository
category, see Create a User-defined Repository Category.
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The following animation illustrates the detailed mapping between SCM permissions, repository policies, and

Gerrit access rights.

SCM Permissions

48

Delete e

S

T Team

Repository Policies

Optional
Review

Gerrit <>
Access Rights

Read
Push
Force-Push
Push-Tag
Push-Branch
Publish-Draft
Create-Draft
Create-Branch/Tag
CodeReview \
Submit e
Rebase (
Verified
Forge-Author
Forge-Identity
o}
o}
o}
o}

28+ access rights

Mapping between SCM permissions, repository policies, and Gerrit access rights

Mandatory Code Reviews for Git Repositories

When a mandatory review is specified, every change pushed to the repository must pass through a review
process before it can get committed (merged) to the repository.
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Create mport

Git forge-git.collab.net v

REPOSITORY Na review

CATEGO o Mandatory code review
Optional code review
Pull request

Custom

NOTE: Only TeamForge users with the Source Code Admin permission can bypass reviews.

Here’s a list of permissions and what users with these permissions can do:

* No access: Users with no permissions cannot do anything.

* View only: Users with read permissions can read branches and push for reviews, and have -1 and +1
for reviews.

« Commit/View: Users with commit permissions can do everything read permissions would grant and in
addition have -2, +2 for reviews. They can verify and submit permissions but have no right to bypass
reviews.

+ Delete/View: Users with delete permissions can do everything commit permissions would grant.

» Source Code Admin; Users with admin permissions can do everything delete permissions would grant
and in addition push to and create any branch (bypassing review). They can rewrite history, forge the
identity of the Gerrit server, and have the right to push tags, the right to upload merges, and the right to
fine tune access rights in Gerrit for the Gerrit project involved.

Optional Code Review for Git Repositories

When an optional review is specified, every change submitted to the repository can be pushed for code
review or directly pushed to the repository bypassing review. This depends on the TeamForge user having
the appropriate permissions — source code Delete/View or Commit/View permission for the former, or
Source Code Admin permission for the latter.
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Create mport

SERVER"

Git forge-git.collab.net v
REPOSITORY NAME*
DISPLAY NAME
DESCRIPTION
7
REPOSITORY No review

CATEGORY . :

' Mandatory code review

o Optional code review
Pull reguest

Custom

Here’s a list of permissions and what users with these permissions can do:

* No access: Users with no permissions cannot do anything.

» View only: Users with read permissions can read branches and push for reviews, and have -1 and +1
for reviews.

« Commit/View: Users with commit permissions can do everything read permissions would grant and in
addition have -2, +2 for reviews. They can verify and submit permissions, push to/create any branch
(bypassing review) and push tags.

+ Delete/View: Users with delete permissions can do everything commit permissions would grant and in
addition, have the right to rewrite history, upload merges and forge identity.

» Source Code Admin: Users with admin permissions can do everything delete permissions would grant
and in addition push to/create any branch (bypassing review). They can rewrite history, forge the
identity of the Git server, and have the right to push tags, the right to upload merges, and the right to
fine tune access rights in Git for the Git project involved.

No Code Review for Git Repositories

In TeamForge 8.0 and later, the No review policy is selected unless you choose some other policy.

©2024 Digital.ai Inc. All rights reserved Page 317



dlg't@l.@l TeamForge 19.2

Create mport
SERVER™ Git forge-git.collab_net T
REPOSITORY NAME*
DISPLAY NAME
DESCRIPTION
A
REPOSITORY © o review

CATEGORY f -
) Mandatory code review
Optional code review
Pull request

Custom

Here’s a list of permissions and what users with these permissions can do:

* No access: Users with no permissions cannot do anything.

» View only: Users with read permissions can only read branches.

» Commit/View: Users with commit permissions can do everything read permissions would grant and in
addition, push to/create any branch and push tags.

+ Delete/View: Users with delete permissions can do everything commit permissions would grant and in
addition, have the right to rewrite history, upload merges and forge identity.

» Source Code Admin: Users with admin permissions can do everything delete permissions would grant.
In addition, they can forge the identity of the Gerrit server, and have the right to fine tune access rights
in Git for the Git project involved.

Pull Request Reviews for Git Repositories

Pull requests allow developers to collaborate with each other on a code change before merging it into

another branch on a Git repository. Using a pull request, you notify others about a feature or fix change that
needs attention.
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Create Import

SERVER"

Git forge-git.collab.net v
REPOSITORY NAME*
DISPLAY NAME
DESCRIPTION
REPOSITORY Mo review
CATEGORY

Mandatory code review

Optional code review

I ° Pull request I

Custom

From TeamForge 19.2, after a Git repository is created, the master branch is automatically added as the
default protected branch for the Pull request repository category on the Settings > Policies tab of the

repository.
General Policies
DEFALLT BRANCH master
PROTECT HISTORY
REPOSITORY CATEGORY No review
Mandatory code review
Optional code review
o Pull request
Custom
REVIEW RULES Mo approval required v
Merging is possible without any further approval.
PROTECTED BRAMCHES master ¥

Add a new protected branch =

"master" added as default protected branch for the repository category "Pull request"

For more information about pull requests, see Pull Request.
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Custom Code Review for Git Repositories

When a custom code review is specified, users with the TeamForge Source Code Admin permission can
directly fine tune permissions (access rights) in gerrit's web interface. Those changes will not be overridden
by TeamForge.

Create mport

Git forge-git.collab_net v

Mo review

Mandatory code review
Optional code review

Pull request

o Custom

For information on manually defining access rights in the Gerrit web interface, see Update Git repository
access permissions in Gerrit.

Here’s a list of permissions and what users with these permissions can do:

* No access: Users with no permissions cannot do anything.

View only: Users with read permissions cannot do anything unless added in Gerrit.

+ Commit/View: Users with commit permissions cannot do anything unless added in Gerrit.

Delete/View: Users with delete permissions cannot do anything unless added in Gerrit.

+ Source Code Admin: Users with admin permissions have the right to fine tune access rights in Gerrit
for the Gerrit project involved.

User-defined Reviews for Git Repositories

Users can define their own code review policy.
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Create Import

SERVER" Git cu373.cloud.maa.collab.net

REPOSITORY NAME*
DISPLAY NAME

DESCRIPTION

REPOSITORY Mo review
CATEGORY Mandatory code review
Optional code review
Pull request

Custom

° Uszer-defined =

Create a User-defined Repository Category

You can add your own categories, if you have access to the TeamForgeGerritMappings.xml file.
To add a new user-defined repository category, follow these steps:
1. Create an empty Git repository, say test-git-repo.
git init "test-git-repo’
2. Change to the directory test-git-repo.
cd test-git-repo
3. Download the commits, files, and refs from the remote repository to your local repository.

git fetch ssh://admina<your_domain>:29418/TF-Projects refs/meta/config:met
a-config

4. Check out the TeamForgeGerritMappings.xml file.
git checkout meta-config

5. Open the TeamForgeGerritMappings.xml file in the editor.
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vim TeamForgeGerritMappings.xml

Add a new repository category, say “pull_request_new” to it.

<RepoCategory name="pull_request_new" keepRightsAddedInGerrit="false">
<ScmAdmin=

<GerritRead value="ALLOW" refPattern="refs/*" exclusive="false"~>

<GerritCodeReview upperRange="2" lowerRange="-2" refPattern="refs
/*" exclusive="Talse"~»

<GerritVerify upperBRange="1" lowerRange="-1" refPattern="refs/#*"
exclusive="false"

<GerritSubmit value="ALLOW" refPattern="refs/#*" exclusive="false"

<GerritPush forcePush="true" value="ALLOW" refPattern="refs/*" ex
clusive="false"~

<GerritCreateReference value="ALLOW" refPattern="refs/#" exclusiv
e="false"~

<GerritForgeAuthorIdentity value="ALLOW" refPattern="refs/*" excl
usive="false"”

<GerritForgeCommitterIdentity value="ALLOW" refPattern="refs/*" e
xclusive="false"

<GerritForgeServerIdentity value="ALLOW" refPattern="refs/*" excl
usive="false"~”

<GerritOwner value="ALLOW" refPattern="refs/#*" exclusive="false"~»

<GerritAbandon value="ALLOW" refPattern="refs/*" exclusive="false

<GerritPushMerges value="ALLOW" refPattern="refs/for/refs/*" excl
usive="false"~

<GerritPush forcePush="false" value="ALLOW" refPattern="refs/for/
refs/#*" exclusive="false"~>

<GerritRebase value="ALLOW" refPattern="refs/#" exclusive="false"

<GerritPushAnnotatedTag forcePush="false"” value="ALLOW" refPatter
n="refs/tags/*" exclusive="false"~

<GerritPushSignedTag value="ALLOW" refPattern="refs/tags/*" exclu
sive="false"~»

<!-- protected branches--

<GerritPush forcePush="true" value="ALLOW" refPattern="refs/heads
/ {RepoParams/a@aprotectedBranches}” exclusive="true"~»

<GerritSubmit value="ALLOW" refPattern="refs/for/refs/heads/{Repo
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Params/aprotectedBranches} " exclusive="true"~
vScmAdmin>
<ScmDeleteView>
<GerritRead value="ALLOW" refPattern="refs/*" exclusive="false"~»
<GerritCodeReview upperRange="2" lowerRange="-2" refPattern="refs
/*" exclusive="false"~»
<GerritVerify upperRange="1" lowerRange="-1" refPattern="refs/*"
exclusive="false"~
<GerritSubmit value="ALLOW" refPattern="refs/*" exclusive="false"

<GerritPush forcePush="true" value="ALLOW" refPattern="refs/*" ex
clusive="false"~

<GerritCreateReference value="ALLOW" refPattern="refs/#*" exclusiv
e="false"~

<GerritForgeAuthorIdentity value="ALLOW" refPattern="refs/*" excl
usive="false"~

<GerritForgeCommitterIdentity value="ALLOW" refPattern="refs/*" e
xclusive="false"~

<GerritPushMerges value="ALLOW" refPattern="refs/for/refs/*" excl
usive="false"~

<GerritPush forcePush="false" value="ALLOW" refPattern="refs/for/
refs/*" exclusive="false"~»

<GerritRebase value="ALLOW" refPattern="refs/#" exclusive="false"

<GerritPushAnnotatedTag forcePush="false"” value="ALLOW" refPatter
n="refs/tags/*" exclusive="false"~
<GerritPushSignedTag value="ALLOW" refPattern="refs/tags/*" exclu
sive="false"
<!-- protected branches--
<GerritPush forcePush="false" value="DENY" refPattern="refs/heads
/ {RepoParams/aprotectedBranches}" exclusive="true"~»
<GerritSubmit value="DENY" refPattern="refs/for/refs/heads/{RepoP
arams/a@protectedBranches}” exclusive="true"»
vScmDeleteView=>
<ScmCommitView>
<GerritRead value="ALLOW" refPattern="refs/*" exclusive="false"~»
<GerritCodeReview upperRange="2" lowerRange="-2" refPattern="refs
/*" exclusive="false"~»
<GerritVerify upperRange="1" lowerRange="-1" refPattern="refs/*"
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exclusive="false"~
<GerritSubmit value="ALLOW" refPattern="refs/*" exclusive="false"

<GerritPush forcePush="false" value="ALLOW" refPattern="refs/*" e
xclusive="false"~

<GerritCreateReference value="ALLOW" refPattern="refs/#" exclusiv
e="false"”

<GerritPush forcePush="false" value="ALLOW" refPattern="refs/for/
refs/*" exclusive="false"~

<GerritRebase value="ALLOW" refPattern="refs/#" exclusive="false"

<GerritPushAnnotatedTag forcePush="false" value="ALLOW" refPatter
n="refs/tags/*" exclusive="false"~

<GerritPushSignedTag value="ALLOW" refPattern="refs/tags/*" exclu
sive="false"~»

<GerritPushMerges value="ALLOW" refPattern="refs/for/refs/*" excl
usive="false"~

<l-- protected branches--

<GerritPush forcePush="false" value="DENY" refPattern="refs/heads
/ {RepoParams/a@aprotectedBranches}” exclusive="true"~»

<GerritSubmit value="DENY" refPattern="refs/for/refs/heads/{RepoP
arams/@protectedBranches}” exclusive="true"~»

vScmCommitView>
<ScmViewOnly>

<GerritRead value="ALLOW" refPattern="refs/#" exclusive="false"~»

<GerritCodeReview upperBange="1" lowerRange="-1" refPattern="refs
/*" exclusive="false"~

<GerritPushMerges value="ALLOW" refPattern="refs/for/refs/*" excl
usive="false"~

<GerritPush forcePush="false" value="ALLOW" refPattern="refs/for/
refs/*" exclusive="false"~>

<GerritRebase value="ALLOW" refPattern="refs/#" exclusive="false"

vScmViewOnly>
vRepoCategory>

6. Run this command to add the changes to your local directory.

git add TeamForgeGerritMappings.xml
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7. Commit the changes.

git commit -m "add user-defined repo type 'pull_request_new'"

8. Check-in the changes to your remote repository.

git push ssh://admina<your-domain>:29418/TF-Projects meta-config:refs/meta
/config

Now the user-defined category Pull Request New is added successfully.

REPOSITORY Mo review
CATEGORY Mandatory code review
Optional code review
Pull request

Custom

o User-defined | py|| Request New v

User-defined repository category "Pull Request New"

The master branch becomes the default protected branch for repositories that belong to the user-defined
repository category, provided that its name is prefixed with “Pull Request”.

<RepoCategory namei“sull_rec,est_new“lkeepRightsAddedInﬁerrit=”false“>
<ScmaAdmin:
<GerritRead value="ALLOW" refPattern="refs/*" exclusive="false"/>
<GerritCodeReview upperRange="2" lowerRange="-2" refPattern="refs/*" exclusive="false"/[>
<GerritVerify upperRange="1" lowerRange="-1" refPattern="refs/*" exclusive="false"/>
<GerritSubmit walue="ALLOW" refPattern="refs/*" exclusive="false"/»
<GerritPush forcePush="true" value="ALLOW" refPattern="refs/*" exclusive="false"/>

User-defined repository category "pull_request_new" in “TeamForgeGerritMappings.xml’ file

REPOSITORY Mo review
CATEGORY Mandatory code review
Optional code review
Pull request

Custom

o User-defined | py|| Request New v

User-defined repository category "pull_request_new" shown as "Pull Request New" in the Ul
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Once the repository is created, the master branch becomes a protected branch of the repository by default.

General Policies Replicas 3

DEFAULT BRANCH master

PROTECT HISTORY

Reset
REPOSITORY CATEGORY Mo review

Mandatory code review

Optional code review

Pull request
Lustom,
° User-defined  py Request New N
REVIEW RULES Default T

Default rules for repository category apply.

PROTECTED BRANCHES master ¥

SUBMITTYRE Merge if necessary; fast-forward otherwise v

GITLFS ENABLED Inherited (false) v

"master" added as the default protected branch for user-defined repository category "Pull Request New"
Related Links

» Review Code

[I:

History protection archives rewritten changes and keeps backups of deleted branches. If history changes
occur, an immutable backup ‘ref* is created in the remote repository, notification emails are sent to all
members of the Gerrit Administrators group, and an event is logged in the audit log.

History rewrites are non-fast-forward updates of remote refs and associated objects. History rewrites happen
when a branch in a remote repository gets deleted, previously pushed commits get amended or filtered and
forcefully re-pushed, or a remote branch/tag is pointed to an entirely different commit history.

History may get rewritten without leaving any trace of the previous state. Sometimes this behavior may be
wanted — for example, in the case of removing code violating intellectual property, removing mistakenly
committed large binary files or removing merged feature branches. The TeamForge-Git integration therefore
does not disable the history rewrite feature, but instead enables it for SCM Administrators alone. However,
since rewriting history might be easily abused and result in accidental data loss, we’ve introduced the History
Protection feature as a safety net and necessity for ensuring proper audit compliance.

History protection archives rewritten changes and keeps backups of deleted branches. If history changes
occur, an immutable backup ref is created in the remote repository, notification emails are sent to all
members of the Gerrit Administrators group, and an event is logged in the audit log. The backed up ref can
be restored into a new branch with any Git client (without needing physical file access to the Gerrit server).
Gerrit site administrators can still decide to remove selected backup refs permanently.
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Enable History Protection

History protection is enabled at the site level by default in TeamForge 17.4 and later versions. However, site
administrators can disable history protection at the site level if need be, after which project administrators
can choose to have history protection enabled or disabled for individual repositories.

To turn on/off history protection for an individual Git repository in a TeamForge project, select or clear the
Protect History check box respectively while creating the repository.

For an existing repository:

1. On the Source Code page, select the Git repository and click Edit.
2. Select the Protect History check box.
3. Click Save.

You can turn history protection on or off any time. However, your change will not be reflected in Gerrit
immediately. It will be effective after the time that you defined as the regular refresh interval while installing
the Git integration.

If you want your change to take effect immediately, do this right after you select or clear the Protect History
check box: as a user with Source Code Admin permission, temporarily remove any user having a project role
with any SCM permission, and then add that user back. This will trigger an immediate sync which will enable
history protection. After that, the Gerrit Administrator will be able to see History Protection enabled in the
Gerrit web interface (by logging in as a Gerrit Administrator and clicking the General link for the project with
the name of the Git repository).

History Protection Reports

Once history protection is turned on, any non-fast-forward push to a remote repository or deletion of a branch
or tag on a remote repository is recorded and reported.

Email Notifications

When history is rewritten, an email is sent to the Administrator group members in Gerrit.

Von: Karol Pradzinski (Code Review) <gerrit@localhost.localdomain > Gesendet: Mon 12/11/2012 11:24
An; GerritForge User; Dharmesh Sheta

Cc

Betreff:  Detected history rewrite

ol |

Detected history rewrite in branch test_rewrite_protection by user: kpradzinski.
Old HEAD SHA-1: e7a6d5c4922a33891632484101399d2742d7f96e new SHA-1: 0f179945995650755906ee67ae 27109735f00cda
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NOTE: The Closure Templates (Soy) have replaced the existing Velocity Templates used
for history protection email notifications. For more information on the new Closure templates (Soy), see
Gerrit Code Review—Mail Templates.

Gerrit Web Interface

Every history rewrite event is logged and stored in the Gerrit database and visible in the Gerrit web interface.
As Gerrit Administrator, you can:

+ See rewritten history from Project > Rewritten History.

(oge] TeamForge Projects - My Workspace Admin History -+ More ~ Ex: anf234s IRy ceritforge -

Gerrit

Al My Projects People Plugins Search| GerritForge User

General ~ Branches  Access ashboards  Notificat History Rewnte

Project teamforge-auth

Type Reference Name User Name ¥ Rewnte Date Onginal Commit ID New Commit 1D
rewrite maste jnicolai 2013 Apr 1603:46:39 5 9h58bf766a119c1674b6282d3:948b372808332a Resurect Delete Permanently
+ Restore history by clicking Resurrect and providing a name for the new branch.

Qo TeamFOl‘ge Projects - My Workspace Admin History - More = . anf2i sumpron - o ST )

Gerrit

Al My Projects People  Plugins Change #, SHA, trid or owner.omail Search | GerritForge User =

List General Dranches  Access  Dasheeseds  Maifimshinn  CUlabnms DMAHEST  Measha Naw Denigat

Resurrection

Project teamforge-auth

MNew Commit ID
rewrite master Jricolad rescued i88dbdaB58 GbSELfTE6a119c167406202d3e048b372808332a l Resurrect I | Delete Permanently
PumwredEy ) 0K Cantel Pre
Cﬂ'ﬂ’&‘ Powered by Gerit Code Review |

* Permanently remove a branch by clicking Delete Permanently.

Git Command Line

You can use a standard Git clientand run git fetch && git ls-remote for information on rewritten
and deleted branches.

You can view entries in refs/rewrite (for non-fast-forward pushes) and refs/delete using the Git 1s-
remote command only if read access is granted to refs/*. Gerrit will prevent any other action such as
delete/force-update on those special refs for all users including administrators.
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Audit Log Entries

The following events are logged in /opt/collabnet/gerrit/logs/gerrit.audit.log:

* Remote branches are deleted.

* History is rewritten (non-fast-forward push).
» Backup branches are resurrected.

« Backup branches are permanently deleted.
* History Protection is turned on or off.

Appendix

History Protection FAQs

History Protection Slide Deck

+ Git reflog vs History Protection

» Gerrit Performance Cheat Sheet

[:

This topic discusses the mappings between TeamForge and Gerrit, Gerrit access rights, directory structure,
connectivity, logs and configuration properties, and differences compared to vanilla Gerrit.

Git Integration Blog Posts

You can read the CollabNet blog posts on Git integration and follow the latest developments in the CollabNet
TeamForge-Git integration space.

Here’s a list of few useful blog posts:

» Bulletproof, Military Grade Security — Visualizing the Access Control Mechanisms of Your SCM Solution
* You shall not pass — Control your code quality gates with a wizard — Part |

* You shall not pass — Control your code quality gates with a wizard — Part Il

* Migrating from Subversion to Git: What Your PCI-DSS Guy Will Not Tell You, Part |

» Migrating from Subversion to Git: What Your PCI-DSS Guy Will Not Tell You, Part Il

» Seamlessly navigate between TeamForge projects and related Gerrit reviews

» TeamForge Git /Gerrit Integration with Jenkins CI

+ CollabNet Gerrit Notifications — For all who miss the good ol’ git push notifications

» TeamForge Just Got Even Better with Git Pull Request Feature!

» Gerrit Rebranding — The missing Guide to a customized Look & Feel

» Easy guide to mappings between Gerrit Access Control and TeamForge Source Code Permissions
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Mappings Between TeamForge and Gerrit

These tables shows how objects and relationships are mapped between TeamForge and Gerrit.

TeamForge Object

TeamForge project

SCM repository in TeamForge project (containing project roles with SCM permissions)

Project Role
User Group
User

Site-wide role (TeamForge 8.0 and later)

TeamForge Relationship

Git repository is part of a TeamForge project.

TeamForge project <child> has a parent
TeamForge project <parent>.

TeamForge project top is a top-level project.

User has a TeamForge Project Role.

User is part of a User Group that is assigned
a Project Role.

User is part of a User Group.

Project Role is assigned an SCM permission
(such as Admin, Delete and View, View and
Commit, View Only, None).

Site-wide role is assigned an SCM
permission. (TeamForge 8.0 and later only).

Guests, All Site Users, All Logged in Users,
All Non-Restricted Users or Project Members
have SCM permissions associated using
TeamForge’s Default Access Permissions
(TeamForge 8.0 and later only).

User is a site admin in TeamForge.
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Gerrit Object
Project

Project

Group

Group

User

Group

Gerrit Relationship

Gerrit project corresponding to the Git repository inherits from the Gerrit project
corresponding to the TeamForge project (TeamForge-Projects/<TeamForge
project id>).

Gerrit project <child> inherits from the Gerrit project <parent>.

Gerrit project <top> inherits from Gerrit project. TeamForge-Projects which in turn
inherits from All-Projects.

User is part of the Group which corresponds to the TeamForge Project Role.

User is part of a Group (which corresponds to a TeamForge Project Role).

User is part of a Group (which corresponds to a TeamForge User Group.

Corresponding group is assigned Gerrit access rights matching the assigned
TeamForge SCM permissions. Those access rights are determined by the code
review policy of the corresponding TeamForge repository.

Corresponding Gerrit groups are assigned Gerrit access rights matching the
assigned TeamForge SCM permissions. Those access rights are determined by
the code review policy of the TeamForge repository and hence may vary between
repositories.

Corresponding Gerrit groups are assigned Gerrit access rights matching the
assigned TeamForge SCM permissions. Those access rights are determined by
the code review policy of the TeamForge repository and hence may vary between
repositories.

User is part of Gerrit groups.

TeamForge: Site Admins.

TeamForge: Site-wide Project Admin Access.

Private Project - Site-wide Admin Access.

Public Project - Site-wide Admin Access.

Gated Project - Site-wide Admin Access.

Site admins have OWN and READ permissions for all Gerrit projects and the
rights granted by the SCM Admin permission (depends on the code review policy
of the Git repository in question).
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TeamForge Relationship

User is a project admin in TeamForge.

User is non restricted in TeamForge
(TeamForge 8.0 and later only).

User is a member of a TeamForge project
(TeamForge 8.0 and later only).

User is member of a user group associated to
a TeamForge project role (TeamForge 8.0
and later only).

User has a site-wide role that has SCM
permissions or a site-wide project admin
permissions (TeamForge 8.0 and later only).

User has a TeamForge account.

User is not logged into TeamForge yet.

Gerrit Relationship

User is part of Gerrit group.
TeamForge: Project Admin for <TF project id>, which has OWN and READ
permissions for all Git repositories of the corresponding TeamForge project.

User belongs to Gerrit group.
TeamForge: Non-restricted Users.

User belongs to Gerrit group.
TeamForge: Direct Project Member of <TF project id>.

User belongs to Gerrit group.
TeamForge: Project Member of <TF project id>.

User is part of Gerrit group.

TeamForge : Site-wide Role: <name of TeamForge Site-wide role>
and

- depending on the prevent inheritance to private projects flag, SCM permissions
and project admin permissions -

TeamForge - Site-wide Project Admin Access

Public Project - Site-wide Admin Access

Gated Project - Site-wide Admin Access

Private Project - Site-wide Admin Access

Public Project - Site-wide Delete Access

Gated Project - Site-wide Delete Access

Private Project - Site-wide Delete Access

Public Project - Site-wide Commit Access

Gated Project - Site-wide Commit Access

Private Project - Site-wide Commit Access

Public Project - Site-wide View Access

Gated Project - Site-wide View Access

Private Project - Site-wide View Access

User belongs to the Gerrit group.
Registered Users.

User belongs to the Gerrit group.
Anonymous Users.
(as all logged in users do too).

Access Rights in Gerrit

The Git integration maps Gerrit access rights to TeamForge Role Based Access Control (RBAC)

permissions.

The mappings file TeamForgeGerritMappings.xml is located in the refs/meta/config branch of

TF-Projects project.

How to view/access the TeamForgeGerritMappings.xml file?

1. Log on to TeamForge as a Site Administrator.

2. Select My Workspace > More > Git <hosthame>.
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NOTE: hostname refers to the server where your Git integration is hosted.

- - - - - - - - ~ - - - -
) [ Slack| | [T Teamf: | [TE| TeamF: | [TE| TeamF: | [T Teamf: | [T Teamf: | [TE| TeamF | [TE TeamF | > Teamf: | < Install | G TeamF | < Implen | &% Implen | <% Easyg [T/ Te: X w

<« C A Notsecure | cu373.cloud.maa.collab.net/ctf/workspace/ e N

My Workspace ~ My Page

My Workspace

JumptolD v

is software. After 30 days, all project data will become read-only. For more information on licenses, visit the - If you have a license key, enter iton the

Admin
My Recently Viewed
My Recently Edited

More

You are not a member of any projects

git_prj
look

My Recent Repositories

gitl

Publishing

branding
image-aifi-view-modes
Publishing

My Recent History

cmmt1006: Commit by TeamForge Administrator (admin)
feu3T3.cloudma fdofviewsiteLi

3. Select Projects > List.

Create New Project

My Reviews

Subject Status

Work in progress
(None)

Qutgoing reviews
(None)

Incoming reviews
(None)

Recently closed
P new commit Merged

Collab &t

Git cu373.cloud.maa.collab.net

openCollabNet

New My Workspace Dashboard

Your My Warkspace dashboard can be customized to suit your own needs. Click the customize icon ([ ) at the top of the page to get started.
The dashboard consists of three main things:

1. Aname, which you can update via the text box at the top of the page,

2. Alayout, which you can choose from a number of page layouts, which give you options in how to arrange your dashboard.

3. Widgets, which provide the functionality you want te expose on your dashboard. To add a widget just click the Add widget button. This
will add the widget(s) to the top of your dashboard. A variety of widgets have been provided, including this ane which is a Markdown
widget that you can use for adding links and images to your dashboard. Most widgets have criteria or content that controls what
information they display. These settings can be found by clicking the widget configuration icon (£#) on the widget

Arrange widgets by clicking on the widget location icon ( < ) and dragging the widget to the place in your layout that you want to see it.
When you are satisfied with your changes click the Save button.

= Thereisa Cancel butten if you do not want to keep your changes, and the Use default button will return the dashboard to the default
settings.

Feel free to delete or edit the content of this widget once you understand the basic concepts.

All My Projects People Plugins Documentation TeamForge Search term Changes ¥
TeamForge Administrator -

QOwner Project Branch Updated Size CR V

@) TeamForge Administrator git1 master Sep 16 &

Gerrit Code Review

4. Select TF-Projects from the list of projects.
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All My m People Plugins Documentation TeamForge [Search term GChanges ¥
st Create New Project TeamForge Administrator -
Projects
Filter “
S Project Name Project Description Repository Browser
> @ All-Projects Access inherited by all other projects. (Browse)
A All-Users Individual user settings and preferences (Browse)
&8 TF-Projects Rights inherited by projects managed by TeamForge at https:/icu373.cloud.maa.collab.net, with External System Id: exsy1002 (Browse) I
#4 TF-Projects/proj1010 git_prj (Browse)
i git1 git1 | Repo Category: optional_review, History Protection: On (Browse)
#8 image-difi-view-modes | Repo Category: default, History Protection: On (Browse)
Fowersd by >
(o]
Collab /=t

5. Select the Branches tab.

&

Al My Projects  People Plugins  Documentation ~ TeamForge Search term Changes ¥ E =
List Gen Tags Access Dashboards Create New Project History Rewrites Notifications TeamForge Administrator ‘

Project TF-Projects

Clone | Clone with commit-msg hook | anonymous http | http | ssh |
git clone "https://cu373.cloud.maa.collab.net/gerrit/ TF-Projects”

Description

Rights inherited by projects managed by TeamForge at
https://cu373.cloud.maa.collab.net, with External System
Id: exsyl@oz

4

Project Options

siste

Subm Type:

Allow content merges:

Create a new change for every commit not in the target branch:

Require Change-1d in commit message

Reject implicit merges when changes are pushed for review:

Set all new changes private by default:

Set all new changes work-in-progress by default ’m‘ -

6. Click Browse against the refs/meta/config branch name.

All My Projects People Plugins Documentation TeamForge
List General Branches Taas Access Dashboards Create Mew Project History Rewrites Maotifications

Project TF-Projects

Filter || |

Branch Name Hevision
HEAD refs/meta/config &
refs/metasconfig  2b72716bcfeiefebff0ffc6497d3f84ad0e9a652 | (Browse)

Branch Name: |Brar|ch Name |

Initial Revision: |F{evisior| (Branch or SHA-1) |

Create Branch

AW B |'\. nt
Collab 5
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The TeamForgeGerritMappings . xml file can be found here.

cu373.cloud.maa.collab.net / TE-Projects / refs/meta/config

commit 2b72716bcfe7efesffoffcB497d3f84ad0esaba2 [leg] [tez]
author SCM Administrator <NoEmailShouldEverBeSentToSCMAdmin> Tue Sep 10 15:51:23 2019 +9530
committer SCM Administrator <NoEmailShouldEverBeSentToSCMAdmin: Tue Sep 1@ 15:51:23 2019 +0530
tree e2f4e8e3c45ef600948dT0abEETAGeEf3415f48]
parent f4c55145d484322¢38237d2a83f1d9c62fdaed24 [diff]

Updated repo category mappings

TeamForgeGerritMappings.xml [Added - diff]

1 file changed
tree: e2fdeBe3c45efE00948dT0abORTOS26T3415F481

[E] TeamForgeGerritMappings.xml
[ groups
[E] project.config

The following table shows how TeamForge RBAC permissions are now mapped to Gerrit access rights by
default.

Code Review Policy TeamForge Permission Cluster Gerrit Access Right
No Review SCM None -
SCM View Only Read
SCM Commit/View Read
Push

Create Reference

Push Annotated Tag (refs/tags/*)

Push Signed Tag (refs/tags/*)
SCM Delete/View Read

Push (forcePush)

Create Reference

Forge Author Identity

Forge Committer Identity

Push Annotated Tag (refs/tags/*)

Push Signed Tag (refs/tags/*)
SCM Admin Read

Push (forcePush)

Create Reference

Forge Author Identity

Forge Committer Identity

Forge Server Identity
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Owner
Abandon
Push Annotated Tag (refs/tags/*)
Push Signed Tag (refs/tags/*)
Optional Review SCM None -
SCM View Only Read
View Drafts
Publish Drafts
Code Review -1,1
Push (refs/for/refs/*)
Rebase(refs/for/refs/*)
SCM Commit/View Read
View Drafts
Publish Drafts
Code Review -2,2
Verify -1,1
Submit
Push
Create Reference
Rebase (refs/for/refs/*)
Push Annotated Tag(refs/tags/*)
Push Signed Tag (refs/tags/*)
SCM Delete/View Read
View Drafts
Publish Drafts
Code Review -2,2
Verify -1,1
Submit
Push (forcePush)
Create Reference
Rebase (refs/for/refs/*)
Create References
Push Signed Tag (refs/tags/*)
Push Annotated Tag (refs/tags/*)

Push Merges(refs/for/refs/*)
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Forge Author Identity

Forge Committer Identity
SCM Admin Read

View Drafts

Publish Drafts

Delete Drafts

Code Review -2,2

Verify -1,1

Submit

Push (forcePush)

Create Reference

Owner

Abandon

Rebase (refs/for/refs/*)

Create References

Push Signed Tag (refs/tags/*)

Push Annotated Tag (refs/tags/*)

Push Merges(refs/for/refs/*)

Forge Author Identity

Forge Committer Identity

Forge Server Identity

Mandatory Review SCM None -

SCM View Only Read

View Drafts

Publish Drafts

Code Review -2,2

Push (refs/for/refs/*)

Rebase (refs/for/refs/*)
SCM Commit/View Read

View Drafts

Publish Drafts

Code Review -2,2

Verify -1,1

Submit

Push(refs/for/refs/*)
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Rebase (refs/for/refs/*)
SCM Delete/View Read

View Drafts

Publish Drafts

Code Review -2,2

Verify -1,1

Submit

Push(refs/for/refs/*)

Rebase (refs/for/refs/*)
SCM Admin Read

View Drafts

Publish Drafts

Delete Drafts

Code Review -2,2

Verify -1,1

Submit

Push (forcePush)

Create Reference

Owner

Abandon

Rebase (refs/for/refs/*)

Push Annotated Tag(refs/tags/*)

Push Signed Tag (refs/tags/*)

Create References

Push Merges(refs/for/refs/*)

Forge Author Identity

Forge Committer Identity

Forge Server Identity

To make changes to the mappings, modify the TeamForgeGerritMappings . xml file in the refs/meta/

config branch of TF-Projects project on the server where your Git integration is hosted. For instance, if

you want to add a user-defined category to your repository, first you need to add the user-defined category to
the TeamForgeGerritMappings.xml file. For instructions, see Create a User-defined Repository

Category.

NOTE: Make sure that the resulting XML structure complies with this schema: https://forge.collab.net/
gerrit/static/TeamForgeGerritMappings-8.0.0.xsd.
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Gerrit Configuration Options

Gerrit provides many configuration options. In addition, CollabNet Gerrit plugins also have configuration

options.

For more information on Gerrit’s configuration options, see Gerrit Code Review - Configuration.

In addition, see Gerrit Performance Cheat Sheet to know more about tuning Gerrit for optimal performance.

CollabNet Gerrit plugins have these configuration options:

Section.teamforge

Options

teamforge.cache-path

teamforge.cache-tl
teamforge.apiPort
teamforge.refreshTimeOut

teamforge.jumboPushThreshold
teamforge.externalSystemid
teamforge.url

teamforge.allowPushlfTeamForgeConnectionlsDown

teamforge.parallelRemoteCallLimit

teamforge.maxRemoteCallRetry

©2024 Digital.ai Inc. All rights reserved

Description

Location where Gerrit and CollabNet Gerrit plugin store
caches. By default, this is at /opt/collabnet/gerrit/
cache. We advise that it not be changed.

Time-to-live for Gerrit caches in seconds. The default value is
300.

Port over which TeamForge communicates with the Git
integration. The default value is 9081.

Interval in seconds after which the Git integration
synchronizes with TeamForge. The default value is 3600.

The number of commits in one Git push beyond which the Git
integration creates only a single commit object in TeamForge.
The default value is 30.

ID of the TeamForge external integration system. The value of
this property is set by the post-installation script when the Git
integration is first installed.

Host URL of the TeamForge site with which Git is integrated.
The value of this property is set by the post-installation script
when the Git integration is first installed.

TeamForge commit objects are validated prior to creation.
When the value of this property is false and connection to
TeamForge is down, validation fails. When the value of this
property is true, validation and creation of commit objects
are postponed until the connection to TeamForge is restored.
The default value is false.

TeamForge is able to handle a certain number of parallel
connections. This parameter was introduced in order to avoid
TeamForge "is out of service" issues. The default value is 9.

This parameter was introduced in order to specify the number
of retry attempts for calls to TeamForge before connection
failure is returned. The default value is 3.
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teamforge.credentialsCache
When the value of this property is set to true, users’
credentials are cached for the
teamforge.credentialsCacheTimeOut amount of time
and used to authorize actions in case of TeamForge
connection outage. The default value is true.

teamforge.credentialsCacheTimeOut Interval (in Seconds) after which the credentials cache
expires. The default value is 3600.

teamforge.reconnectinterval When the "TeamForge connection is down" state is detected,
and the number of seconds exceeds the value of this
parameter, attempts to restore connection are performed
periodically. The default value is 30.

teamforge.repositoryroot
Location where all Git repositories are stored physically. The
default value is set to the value of the Gerrit configuration
property gerrit.basePath, which is setto /gitroot by
default.

teamforge.maxFilesListedInTFCommitObject Restricts the number of entries in the SCM files list view for a
particular TeamForge commit object. This is especially useful
for repository initial commit objects as they could contain a
thousand entries that get processed by TeamForge. The
default value is 250.

teamforge.notificationMaxSize
Number of bytes in notification message that will be sent out
by git-multimail-part of the notification plugin. If message is
larger than specified limit, it will be truncated. The default
value is 25000.

teamforge.notificationMaxPythonExecutors
Number of Python processes used to create git-multimail
notification. Each process will create one notification at a time.
The default value is 2.

teamforge.syncTeamForgeProjectHierarchy
Turns the Project Hierarchy feature on. New Gerrit installs will
have this value set to true, existing ones to false.

teamforge.supportSiteWideRoles
Enables TeamForgesite-wide role support. New Gerrit installs
will have this value set to true, existing ones to false. This
feature requires at least TeamForge 8.0 (will be ignored
before).

teamforge.supportDefaultAccessPermissions
Enables TeamForge Default Access Permission support. New
Gerrit installs will have this value set to true, existing ones to
false. This feature requires at least TeamForge 8.0 (will be
ignored before).

teamforge.commitProcessingTimeOut Maximum time allocated to process each Git commit to create
a TeamForge commit object. If processing takes longer,
processing of this commit is canceled, no corresponding
TeamForge commit object will be created and the next commit
will be processed. The default time is 15 min.

teamforge.create TFProjectLinkedApps If enabled creates Project linked application with target to
Gerrit Dashboard for that TeamForge project given project
contains at least one Git repository. This feature requires at
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least TeamForge 8.0 (will be ignored before). The default
value is true.

teamforge.teamForgeMenuHeader Specifies the name of the menu that contains the links back to

TeamForge user's Workspace and repositories list for a given
TeamForge project. The default value is TeamForge.

teamforge.ensureStreamEventsForRegisteredUsers

If set to true, the RegisteredUsers group will have the
StreamEvents global capability assigned during Gerrit startup.
The default value is true.

teamforge.ensureAdminRightsForSiteAdmins

If set to true, the TF: Site Admins group will have
Administrate Server global capability assigned during
Gerrit startup. The default value is true.

Replication Configuration

This feature requires TeamForge 8.1 or later. These options are ignored if you have TeamForge 8.0 or

earlier.

Options Description

teamforge.replicationMode  Sets the server mode (replication master or slave) of the Git integration server. This property is set by
the TeamForge installer depending on the value specified in the site-options.conf file's
GERRIT_REPLICATION_MODE token. Therefore, this property should not be edited manually within
the gerrit.config file. The default value set by the TeamForge installer is master.

Relication Master Configuration

Options

plugin.teamforge-
replication.replicationDelay

plugin.teamforge-replication.threads

plugin.teamforge-
replication.replicationRetry

plugin.teamforge-
replication.sshConnectionTimeout

plugin.teamforge-
replication.sshCommandTimeout

©2024 Digital.ai Inc. All rights reserved

Description

The delay (in seconds) between a push to the source repository and the actual replication
attempt to the replica server. If further push activities happen between this delay, those will
be bundled into the same replication attempt, avoiding bursts of replication attempts in

case of repository mass updates. The default value is 15s and should not be set below 3s.

The number of threads that are used to push changes for each replica server. The default
value is 4.

The maximum wait time before the next replication attempt is performed (upon previous
connection failure). It is increased progressively (after each failure per mirror) starting with
1m to the power of 2 and up to the parameter value. For example, if the value is 5m,
replication will be reattempted (considering that connection failure still occurs) after 1m
then after 2m then after 4m and then after 5m and further attempts will be performed at 5m
intervals. The default is 5m.

The timeout duration for establishing SSH connections during a replication attempt or when
an SSH command is performed. This prevents the SSH queue from being blocked while
waiting to connect to a mirror that is not responding. The default value is 15s.

The timeout duration for replication SSH command execution (for example, project
creation, HEAD change, and so on), after which the command fails. This prevents the SSH
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queue from being blocked while waiting to connect to a mirror that is not responding. The
default is 30s.

plugin.teamforge- The timeout duration for a replication push (push time after SSH connection is established),
replication.pushTimeout after which the push fails. This prevents the SSH queue from being blocked while waiting to
connect to a mirror that is not responding. The default is 30s.

Replication Mirror Configuration

Options Description

plugin.teamforge- The replica ID of the replication slave created in TeamForge if GERRIT_REPLICATION_MODE is set as

slave.replicald slave. This property is set automatically by Gerrit upon start up and hence should not be edited
manually.

plugin.teamforge- The group or groups that are allowed to push directly to the replication mirror. By default, only

slave.allowGroup Administrator groups can do this.

Log Files

From TeamForge 18.1, Gerrit’s internal log rotation and compression feature is disabled as it is handled
automatically by the TeamForge runtime environment.

Appendix

History Protection FAQs

* History Protection Slide Deck

+ Git reflog vs History Protection

» Gerrit Performance Cheat Sheet

[I:

You may often want to apply a specific set of policies to more than one repository. You can just select
multiple repositories within a project and apply your policies in one go.

For mass configuration of repository policies—select the repositories, define the policies, review and apply
the policy settings for selected repositories.

1. Click SOURCE CODE from the Project Home menu.
2. Select the Repositories tab.
3. Select all the repositories for which you want to set the policies and click Settings.

4. Use the toggle button to enable or disable the settings.
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® a -

Configure Review Apply

Define settings for selected repositories

QP PROTECT HISTORY

@ REPOSITORY CATEGORY
Q@ suBMITTYPE

@ GITLFSENABLED

QP MAXLFS OBJECT SIZE
QP ATTACHMENT FOLDER
QD ASSOCIATION

[o JNTTA

QP  MONITORING

5. Click Review to review the policy settings.
Configure Review Apply
Review the settings

€ test_git_repol 4 test_git_repo2

REPOSITORY CATEGORY:
Optional code review

REVIEW RULES:
Mo approval required

6. Click Apply.

(I:
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Install Review Board on your site before you can make it available as an integrated application to project
managers on your TeamForge site.
»" You can install the Review Board application (reviewboard) on the TeamForge Application Server or

on a seprate server of its own.

" Review Board database (reviewboard-database) can be installed on the TeamForge PostgreSQL
Database Server on sites with database running on a separate server.

»" To install Review Board successfully, ensure that other repositories such as EPEL (Extra Packages for
Enterprise Linux) are disabled apart from the CollabNet and Operating System repositories.

»" This procedure is for those who are installing the Review Board for the first time.
»" In this scenario, both TeamForge and Review Board use PostgreSQL.
" TeamForge 19.2 supports Review Board 2.5.6.1 on RHEL/CentOS 6.10 and 7.6.

»" Installing Review Board needs root privileges. You must log on as root or use a root shell to install
Review Board.

IMPORTANT: TeamForge has no support for having service-specific FQDN for Review Board.

Install Review Board on the TeamForge
Application Server

In this setup, you install Review Board on the TeamForge Application Server (server-01) that already has
TeamForge installed on it.

1. If you have TeamForge installed, you should have the TeamForge installation repository configured
already.

For more information, see: Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.
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2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el?7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.
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cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.
yum list httpd
yum list apr
2. Install Review Board.
yum install teamforge
3. Make sure that reviewboard, reviewboard-database and reviewboard-adapter identifiers
have been added to the SERVICES token of the TeamForge Application Server.
server-01:SERVICES=ctfcore ctfcore-database mail search codesearch etl ctf
core-datamart subversion cvs gerrit gerrit-database binary binary-database
reviewboard reviewboard-database reviewboard-adapter cliserver
4. Do this on sites without internet access.
1. Contact the CollabNet Support and get the python-modules-sources. zip file.
2. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
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unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources
5. Provision services.
teamforge provision
6. If SCM is installed on a separate box, run the following script to authenticate a scmviewer user against
a TeamForge Subversion repository for creating a new review request.
/opt/collabnet/teamforge/runtime/scripts/svn-auth.py --repo-path=https://<
scm_domain>/svn/repos/<repo_dir_name>

You should now have a Review Board instance ready to work with TeamForge.

Install Review Board with Database on a Separate
Server

You can install the Review Borad database on the TeamForge Database Server on sites with a dedicated
Database Server. In this setup, you install TeamForge and Review Board on a two-server distributed setup
with database services running on a separate server.

Install Review Board services on the TeamForge Application
Server (server-01)

1. If you have TeamForge installed, you should have the TeamForge installation repository configured
already.

For more information, see: Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all
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TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>

3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing
TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If you are installing TeamForge 19.2 on RHEL/CentOS 6.10, contact the CollabNet Support to get
the python-modules-sources-el6.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources-el6.zip -d /opt/collabnet/teamforge/se
rvice/reviewboard/resources/SOURCES/python-modules-sources

If you are installing TeamForge 19.2 on RHEL/CentOS 7.6, contact the CollabNet Support to get
the python-modules-sources-el7.zip file and unzip it to /opt/collabnet/

teamforge/service/reviewboard/resources/SOURCES/python-modules-sources.

unzip python-modules-sources-el7.zip -d /opt/collabnet/teamforge/servi
ce/reviewboard/resources/SOURCES/python-modules-sources

5. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/
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If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

6. Create a yum configuration file that points to the RHEL/CentOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL -CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
7. Verify your yum configuration files.

yum list httpd
yum list apr

2. Install Review Board.

yum install teamforge

3. Make sure that reviewboard, reviewboard-database and reviewboard-adapter identifiers
have been added to the SERVICES token as required.

server-01:SERVICES = ctfcore mail search codesearch cliserver etl subversi
on cvs gerrit binary binary-database reviewboard reviewboard-adapter
server-02:SERVICES = ctfcore-database ctfcore-datamart gerrit-database rev
iewboard-database
4. Do this on sites without internet access.
1. Contact the CollabNet Support and get the python-modules-sources. zip file.

2. Unzip the python-modules-sources.zip file to /opt/collabnet/teamforge/
service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources
5. Provision services.
teamforge provision
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Provision the Database Server (server-02) with
reviewboard-database Added to It

1. If you have TeamForge installed, you should have the TeamForge installation repository configured
already.

For more information, see: Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all

TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>
3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing

TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If not mounted already, mount the RHEL/CentOS installation DVD.
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The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

5. Create a yum configuration file that points to the RHEL/CentQOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL - CDROM]
name=RHEL CDRom
baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
enabled=1
gpgcheck=0
6. Verify your yum configuration files.

yum list httpd
yum list apr

2. Install Review Board.

yum install teamforge

3. Make sure that reviewboard, reviewboard-database and reviewboard-adapter identifiers
have been added to the SERVICES token as required.

server-01:SERVICES = ctfcore mail search codesearch cliserver etl subversi
on cvs gerrit binary binary-database reviewboard reviewboard-adapter clise
rver
server-02:SERVICES = ctfcore-database ctfcore-datamart gerrit-database rev
iewboard-database

4. Provision services.
teamforge provision
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Do This on the TeamForge Application Server (server-01)

If SCM is installed on a separate box, run the following script to authenticate a scmviewer user against a
TeamForge Subversion repository for creating a new review request.

/opt/collabnet/teamforge/runtime/scripts/svn-auth.py --repo-path=https://<scm_
domain>/svn/repos/<repo_dir_name>

You should now have a Review Board instance ready to work with TeamForge.

Install Review Board on a Separate Server

In this setup, you install TeamForge and Review Board on a two-server distributed setup with Review Board
services running on a separate server.

Provision the TeamForge Application Server (server-01) with
reviewboard-adapter Added to It

1. If you have TeamForge installed, you should have the TeamForge installation repository configured
already.

For more information, see: Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all
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TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>
3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing

TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

5. Create a yum configuration file that points to the RHEL/CentQOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL - CDROM)]

name=RHEL CDRom

baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
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enabled=1
gpgcheck=0
6. Verify your yum configuration files.
yum list httpd
yum list apr
2. Install Review Board.
yum install teamforge

3. Make sure that reviewboard, reviewboard-database and reviewboard-adapter identifiers
have been added to the SERVICES token as required.

server-01:SERVICES = ctfcore ctfcore-database ctfcore-datamart gerrit-data
base mail search codesearch cliserver etl subversion cvs gerrit binary bin
ary-database reviewboard-adapter cliserver

server-02:SERVICES = reviewboard reviewboard-database

4. Provision services.
teamforge provision

Install Review Board Services on the Review Board Server
(server-02)

1. If you have TeamForge installed, you should have the TeamForge installation repository configured
already.

For more information, see: Configure the TeamForge installation repository |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.
yum install -y /tmp/collabnet-teamforge-repo-19.2-0-noarch.rpm

3. Refresh your repository cache.
yum clean all
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TeamForge Installation Repository Configuration for Sites
without Internet Access

1. Contact the CollabNet Support to get the auxiliary installer package for TeamForge 19.2
disconnected installation and save it in /tmp.
* RHEL/CentOS 7.6 64 bit: CTF-Disconnected-
media-19.2.443-622.rhel7.x86_64.rpm
* In addition to the above CentOS 7.6 64 bit RPM package, you must get the following
CentOS 7.6 compatibility RPM, which is required for TeamForge 19.2 disconnected media
installation on CentOS 7.6 profile: compat-ctf-dc-media-1.2-1.el7.noarch.rpm.

2. Unpack the disconnected installation package.
rpm -ivh <package-name>
3. Unpack the compat-ctf-dc-media-1.2-1.el7.noarch.rpm package if you are installing

TeamForge 19.2 on CentOS 7.6.
rpm -ivh compat-ctf-dc-media-1.2-1.el7.noarch.rpm

4. If not mounted already, mount the RHEL/CentOS installation DVD.

The DVD contains the necessary software and utilities required for installing TeamForge without
internet access. In the following commands, replace “cdrom” with the identifier for your server’s
CD/DVD drive, if necessary.

cd /media/
mkdir cdrom
mount /dev/cdrom ./cdrom/

If there are any spaces in the automount, unmount it first and mount it as a filepath, with no
spaces.

5. Create a yum configuration file that points to the RHEL/CentQOS installation DVD.
vi /etc/yum.repos.d/cdrom.repo

Here’s a sample yum configuration file.

[RHEL - CDROM)]

name=RHEL CDRom

baseurl=file:///media/cdrom/Server/
gpgfile=file:///media/cdrom/RPM-GPG-KEY-redhat-release
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enabled=1
gpgcheck=0
6. Verify your yum configuration files.
yum list httpd
yum list apr
2. Install Review Board.
yum install teamforge

3. Make sure that reviewboard, reviewboard-database and reviewboard-adapter identifiers
have been added to the SERVICES token as required.

server-01:SERVICES = ctfcore ctfcore-database ctfcore-datamart gerrit-data
base mail search codesearch cliserver etl subversion cvs gerrit binary bin
ary-database reviewboard-adapter cliserver
server-02:SERVICES = reviewboard reviewboard-database
4. Do this on sites without internet access.
1. Contact the CollabNet Support and get the python-modules-sources. zip file.

2. Unzip the python-modules-sources.zip file to /opt/collabnet/teamforge/
service/reviewboard/resources/SOURCES/python-modules-sources.
unzip python-modules-sources.zip -d /opt/collabnet/teamforge/service/r
eviewboard/resources/SOURCES/python-modules-sources
5. Provision services.
teamforge provision
6. Reinitialize TeamForge on the Review Board Server.
teamforge reinitialize
7. If SCM is installed on a separate box, run the following script to authenticate a scmviewer user against
a TeamForge Subversion repository for creating a new review request.
/opt/collabnet/teamforge/runtime/scripts/svn-auth.py --repo-path=https://<
scm_domain>/svn/repos/<repo_dir_name>

You should now have a Review Board instance ready to work with TeamForge.

Post Install Tasks

* Add Review Board to Projects
» Users are not getting email notifications for review requests and reviews. What should | do?
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Bootstrap Review Board Post Install or Upgrade

Use the following instructions if you want to bootstrap Review Board (drop Review Board database tables
and recreate them again) for some reason post installation or upgrade.

Log on to the server that hosts the Review Board.

Select My Workspace > Admin.

Select Projects > Integrated Apps.

Select Review Board and click Delete.

Stop TeamForge.

teamforge stop

6. Start the TeamForge database services.
teamforge start -s postgres

7. Bootstrap the Review Board database.
teamforge bootstrap -s reviewboard-database-postgres

8. Bootstrap the Review Board.
teamforge bootstrap -s reviewboard

9. Start TeamForge.

teamforge start

ok wbd -~

[I:

Use these instructions to upgrade Review Board to a latest build.
Before You Begin

» TeamForge 19.2 supports Review Board 2.5.6.1 on RHEL/CentOS 6.10 and 7.6.

+ This procedure is for those who have Review Board already and are upgrading Review Board to a
latest build on RHEL/CentOS 6.10 or 7.6.

* You may choose to upgrade Review Board on the same server or on a new server.

* In this scenario, both TeamForge and Review Board use PostgreSQL.

+ To install Review Board successfully, ensure that other repositories such as EPEL (Extra Packages for
Enterprise Linux) are disabled apart from the CollabNet and Operating System repositories.

» Upgrading Review Board needs root privileges. You must log on as root or use a root shell to upgrade
Review Board.

Back up the Review Board Data Directory

The default Review Board data directory has been changed from /opt/collabnet/reviewboard/data
to /opt/collabnet/teamforge/var/reviewboard/data in TeamForge 17.4.
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Are You Upgrading from TeamForge 17.1 or Earlier to
TeamForge 17.4 or Later?

If you are upgrading from TeamForge 17.1 or earlier to TeamForge 17.4 or later, regardless of whether you
upgrade Review Board on the same or new hardware, you must back up your Review Board data directory
from /opt/collabnet/reviewboard/data and restoreitto /opt/collabnet/teamforge/var/
reviewboard/data.

TIP: The Review Board database is backed up already when you have upgraded TeamForge. So, it is
not necessary to take a back up of the Review Board database again.

1. Back up the Review Board data directory.
cd /opt/collabnet
tar -zcvf /tmp/reviewboard_data.tgz reviewboard

2. Copy the /tmp/reviewboard_data. tgz file to the /tmp directory of the new server if you are
upgrading Review Board on a new hardware.

Are You Upgrading from TeamForge 17.4 to TeamForge
17.8 or Later?

1. Back up the Review Board data directory.
cd /opt/collabnet/teamforge/var
tar -zcvf /tmp/reviewboard_data.tgz reviewboard

TIP: If you are upgrading from TeamForge 17.4 (or later), the /opt/collabnet/
teamforge/var directory would have been backed up already as part of your TeamForge
upgrade process, in which case you can skip backing up the /opt/collabnet/
teamforge/var directory again.

2. Copy the /tmp/reviewboard_data. tgz file to the /tmp directory of the new server.

Upgrade Review Board

NOTE: TeamForge 18.1 and later has no support for having service-specific FQDN for Review Board.
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1. Make sure that reviewboard, reviewboard-database and reviewboard-adapter identifiers
have been added to the SERVICES token of the TeamForge Application Server (server-01).
server-01:SERVICES=ctfcore ctfcore-database mail search codesearch etl ctf
core-datamart subversion cvs gerrit gerrit-database binary binary-database

reviewboard reviewboard-database reviewboard-adapter cliserver
It is assumed that the Review Board is running on the TeamForge Application Server. In case you have
a separate Review Board Server, add the reviewboard and reviewboard-database identifiers to
the Review Board server’s SERVICES token.

2. Configure the TeamForge installation repository. |

TeamForge Installation Repository Configuration for Sites
with Internet Access

1. Contact the CollabNet Support and download the TeamForge 19.2 installation repository package
to /tmp.

2. Install the repository package.